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Part 1

Context
Chapter 1

Introducing the history of epidemiology

Rodolfo Saracci

Nature cannot know its own history; humans can.

Introduction to the history of epidemiology

Why teach the history of epidemiology?

‘Know yourself’: this Socratic maxim expresses the rationale for learning the history of epidemiology. Self-knowledge, as derived from a view of the development in time of epidemiology, promotes a positively critical attitude towards the discipline and its practice by fostering an appreciation of

- the common features of all branches of epidemiology as a population health science beyond today’s subdivision in specialized areas;
- the relationship of epidemiology to other scientific disciplines, and its methodological specificities, strengths, and weaknesses in respect to them;
- the process of the emergence of key concepts, be they methodological, such as ‘risk’, or substantive, such as the modes of diffusion of pathogens in the community: this cumulative but irregular accrual of knowledge is characterized by controversies, blind alleys, sheer errors and, not rarely, also by material hurdles, as well as personal and institutional conflicts; it usually appears long when time is measured in years but much less so when a ‘generation’ of scientists is—more appropriately—taken as the time unit;
- the influence of the demographic, health, social, cultural, and economic context on the development of epidemiology and epidemiological methods;
- the role of epidemiology in society through its impact in the health field, an impact largely mediated through the essential functions of epidemiology within public health; and
the roots and dynamics of present trends in epidemiology, and the options for reinforcing, inflecting, or contrasting them; in particular, the pressure for resources and research to be concentrated on the ‘theme of the day’, ignoring or paying lip service to the past and glossing over future implications. The increasingly technical and specialized character of most epidemiology textbooks does little to keep this trend in check.

Each of these six perspectives on epidemiology should be regarded as essentially descriptive and only tentatively as explanatory. Presentations on the long-term evolution of epidemiology, especially ‘bird’s eye views’, as the one in ‘Annex: an historical sketch’, are affected to a variable but usually substantial extent by ‘teleological bias’ (Saracci 2011). The bias arises from the unavoidable tendency to reconstruct sequences of and links between past ideas, concepts, and events in such a way that they can logically and consistently account for today’s situation, for instance, today’s concept of ‘risk factor’. This in fact generates not a causal but a finalistic (pseudo) explanation because, as the historian Trevor-Roper noted (Pearl et al. 1981), history is not only what occurred but what occurred in the context of what could have occurred, namely, in light of all possible alternative paths of evolution. I am not aware of any systematic work that employs this counterfactual approach in the study of the long-term development of epidemiology; indeed, scholarly historical work avoids overall narratives (counterfactual or not) and mostly develops meticulous ‘worm’s eye views’ on limited, specific issues, based on the study of primary documentary sources.

Whom to teach?

The teaching as here outlined is primarily addressed to students pursuing master’s or doctoral degrees and who intend to become full-time epidemiologists, as well as to those who will make a large use of epidemiology in their professional work (e.g. public health practitioners, clinicians, and occupational physicians).

This teaching can only be regarded as preliminary for students who may wish to proceed in one of two directions: historical epidemiology as a description and analysis of health and diseases in given areas and past periods of time; and history of epidemiology as the reconstruction of the development of theories, concepts, methods, and practices, including the study of the role of individuals and institutions.

For undergraduate students, for example in medicine, to whom a twenty- to forty-hour course in epidemiology or epidemiological methods is imparted at a number of medical schools, a short historical overview (one or two lectures)
should be offered. It may focus on such critical passages in the rise of epidemiology as the confluence of medical, demographic, and quantitative thinking and the genesis of the Koch’s postulates (see ‘Annex: an historical sketch’) as well as deal with the societal aspects of the modern history of tobacco and health.

**How and when to teach?**

The chapter is a guide to the preparation of a short introductory module of eight to ten hours within a master’s or doctoral programme; it does not provide a script for lectures. In many epidemiology programmes, historical notes are confined to occasional (if any) comments within the body of other modules: this module aims instead at presenting structured material as an individualized teaching block to students, provided the students have already studied at least one or, better, more modules in general epidemiology and epidemiological methods. An important point to which the teacher should pay attention are features in the development of epidemiology particular to his/her country: an effort should be made to take these into account, lest elements essential to the understanding of the present situation are missed.

**Teaching objectives**

The objective of the module is to focus and raise the motivation of students for the historical perspective in epidemiology, namely for the exercise of asking and answering, when confronted with a methodological or substantive issue such questions as: how did the issue develop overall? Was it recognizable and what form was it in at, for instance, the beginning of the twentieth century? What were its antecedent and related issues? How was it tackled within the frame of existing knowledge? Did it induce critical advancements in knowledge? Was it instrumental for the development of approaches and methods that are more widely applicable? Did any social, economic, political, or ethical factors have a non-trivial influence on it? Were any social, economic, political, or ethical consequences derived from its treatment within epidemiology? What can an historical exploration tell us about the present status and future evolution of the issue?

Similar questions arise in daily work, typically when reviewing the literature on a specific research topic. Looking at them historically means expanding questions and answers in three ways:

- in time, going back not just a few years or a couple of decades (although this may be perfectly adequate for the strict needs of the research topic at hand);
- in extent, tracing the connections of the issue internally within epidemiology and other sciences and externally to society; and
in viewpoint, as these connections can set the issue in the context of various viewpoints rather than making it an element within a unique pattern of causal relationships. In fact, if the very concept of cause is problematic in physics and if the causal nature of associations turns out often to be in doubt in epidemiology, in history it is impossible to identify complex patterns of causes in a unique and definitive way. One reason is that historical knowledge changes in time, not only because of cumulative advances—as in all theoretical or empirical sciences—but also because the point of observation of the historical past moves continuously forward with time, and the landscape that becomes visible to the eye of the observer changes in consequence: history, as a reconstruction of the past, is to a non-negligible extent a function of the present and of what the present allows or does not allow the observer to discern. This unavoidable bias may be grossly amplified when the past is reconstructed not for the purpose of knowing it or trying to explain the present but for justifying particular aspects and views of the present: for instance, rudimentary and lopsided reconstructions of mankind’s evolutionary history have been abundantly, and tragically, employed to support racist theories and practices.

**Structure of the course**

The module includes five sessions:

1. Overview of the history of epidemiology: one lecture with a brief discussion in plenary (one or two hours).
2. The modern history of tobacco and health—scientific aspects: one lecture with an extended discussion in plenary (two hours).
3. The modern history of tobacco and health—societal aspects: one lecture with an extended discussion in plenary (two hours).
4. A paper from the past: reading followed by an extended discussion in plenary (two hours).
5. Present trends linking the past and future: reading of papers followed by an extended discussion in plenary (two hours).

The total time required for the five sessions is nine or ten hours. Papers for reading (in sessions 4 and 5) can be distributed in advance. A class of more than ten to fifteen students should be split into smaller subgroups: the papers’ reading can be completed, with some discussion, within subgroups in preparation for a plenary session in which each subgroup presents for general discussion issues identified as important. A written outline of each part with essential references should be prepared for distribution.
Teaching contents

Material for the five components of the module can be found and selected for assemblage and teaching in

- ‘Annex: an historical sketch’, which also provides a frame for the whole module;
- the references listed at the end of the chapter; these references should be in any case consulted by the teacher, being a primary source of material for all parts of the module; and
- the additional references reported at the chapter end.

Overview of the history of epidemiology

The section entitled ‘Annex: an historical sketch’ can be used as a basis for this overview. A valuable, fine analysis of the emergence of epidemiological concepts and methods, although not exempt from teleological bias, is contained in Part 1 of A History of Epidemiologic Methods and Concepts (Morabia 2004). The interest of the students is heightened if examples are produced from the national and local context. The bulk of significant scientific advances in epidemiology has been concentrated in a relatively small number of countries. However, isolated but important discoveries—often related to special traits of local health and diseases—have come from many more countries and there is virtually no country in which the echo of scientific advances has not been received in some form. It is these aspects which can be exploited for illustrative purposes.

The modern history of tobacco and health: scientific aspects

The identification of the causal role of tobacco smoking in a variety of diseases is a prime success of the new, post-Second World War epidemiology. The historical sketch (see ‘The new epidemiology’) contains an outline that should be fleshed out using material from the quoted sources. The focus can be on the controversy concerning the etiological role of tobacco smoking, in particular in lung cancer, and on the emergence, under the stimulus of the controversy, of methodologies for data analysis and of criteria for inferring causation in epidemiology. These aspects are covered in Smoking and Health: Report of the Advisory Committee to the Surgeon General of the Public Health Service (US Department of Health, Education, and Welfare 1964), especially in chapters 8 and 9, as well as in some of the publications cited in that report and which were written by eminent critics of the smoking causal hypothesis, such as R. A. Fisher, a founder of modern statistical methodology, and J. Berkson, a leading medical statistician.
The modern history of tobacco and health: societal aspects

The direct link between epidemiology and prevention is commonly stated as one of the merits of the epidemiological approach: once causation is established, as it was in the early sixties between tobacco smoking and various pathological conditions, preventive actions can be implemented even without knowledge of the biological mechanisms leading to the condition. This logical sequence often breaks in practice, as the transition from sufficient knowledge for action to actual action is strongly influenced by a number of social, economic, cultural, and psychological factors. First, simply comparing in time the local or national tobacco-smoking patterns and trends with the available established knowledge on health effects and with legislative and health-promoting actions is instructive. Second, as documented and discussed by Proctor (1999), the crucial role of factors other than sound science and epidemiology is highlighted by the case of Nazi Germany, where vigorous anti-smoking campaigns were conducted, inspired by strong ideological reasons. Moreover, informative epidemiological evidence gathered during the Nazi period went ignored till recently for reasons mostly foreign to science. Third, the realization that adverse health effects, particularly lung cancer, result from passive exposure to environmental tobacco smoke (ETS; Hackshaw et al. 1997; Boffetta et al. 1998) has radically changed the prospects of preventive measures; unlike active smoking, which is (partially) voluntary, ETS exposure is wholly involuntary and there is general agreement that involuntary exposure should be controlled mainly through legal restrictions. This prompted researchers to rush in and attack the tobacco–health relationship from this new angle, while at the same time tobacco producers embarked on a major campaign denying that there were any material health effect from ETS. This campaign was often fought using organized and unscrupulous means, as documented by Ong and Glantz (2000). This example offers a lesson on how powerful and well-structured economic interests can lead to the misinterpretation of scientific evidence to the point of active disinformation, and on how inherently liable to distortion by extrascientific forces may be the judgement of experts who think of themselves as independent (Maggi 2000). An additional perverse effect of this polluted climate of debate is that legitimate and illegitimate scientific doubts may become hardly distinguishable.

A paper from the past

A paper addressing a substantive epidemiological issue with the methodological armamentarium available at the time of writing will provide a measure of the methodological gap separating the past from the present. Papers can be selected from the bibliography; or, as an example, the article (cited among ‘Additional references’) on sickness and stress in operational flying in the Royal
Air Force during the Second World War (Reid 1948) can be chosen. In reading it, students should focus in particular on (a) key issues of design, such as whether and how issues of confounding, bias, and chance were dealt with at the design and analysis stages and how inferences about causation were developed; and (b) how they would design today, within the limits of the data available to the author, a study addressing the same issue of sickness and stress in operational flying and how they would conduct and analyse such a study. From a comparison of (a) and (b), the conclusions in this article (or in any other paper selected for the exercise) may be assessed as not credible, either at the time of writing or today; credible, to a degree that one may even wish to specify (e.g. as moderately credible, credible, or highly credible), at the time of writing but not today, in light of new methodological criteria judged as non-dispensable; or credible at the time of writing as well as today, notwithstanding the inherent limitations deriving from the past status of the art.

Present trends linking past and future

Two sources of readings can be used for this reading and discussion session (the topic of which is discussed in the sections ‘Today: epidemiology in the making’ and ‘Tomorrow’s horizon’ in ‘Annex: an historical sketch’): (1) the series of papers published on the occasion of the turn of the century in a supplement of *International Journal of Epidemiology* (Adami and Trichopoulos 1999; Holland 1999; Hunter 1999; Pearce 1999; Saracci 1999; [Saracci] 1999a, b; Susser 1999; Wall 1999), as they provide a spectrum of views on the evolution of epidemiology; and (2) the chapters in *The Development of Modern Epidemiology: Personal Reports from Those Who Were There* (Holland et al. 2007), as they cover both general and national historical themes. Two or three of these can be distributed to students; each student should read them and then extract from each of them two lists of key points: one containing points with which the student agrees, and another containing points with which the student disagrees. These points, together with supporting arguments, should then be discussed in plenary.

An alternate method is to ask each student (before distributing papers) to prepare an outline of how he/she sees the likely and desirable evolution of epidemiology as a scientific endeavour and as a practice within society. The outlines can then be presented to the class for discussion and compared with published essays.

Areas for consideration when looking from past and present into the future come under three main headings:

- information sources (items such as population disease registries and stores of biological specimens: organization, access, use, protection, ethical and legal implications);
methodology (items such as methods to improve exposure and endpoints assessment; new study designs; multilevel analyses; pooled data analyses and meta-analyses; risk modelling); and

- aims and uses of epidemiology (items such as the role of epidemiology in clinical medicine, environmental and occupational health, public health, prevention, and the reduction of inequalities in health between and within countries; priorities for research; the communication of results and the effect of indecision on the part of epidemiologists; and the responsibilities of epidemiologists).

Assessing students’ achievements

As stated, the object of the module is to focus and raise the interest and motivation of students to gain an historical perspective on epidemiological themes, not to develop the skills necessary to gain this perspective (this would require a more sustained didactic endeavour). Students should be asked via a mini-questionnaire how they rate (on a ‘poor, fair, good, excellent’ scale) the module in respects of four aspects: increase in knowledge; usefulness for work; stimulation of interest for the historical perspective; and motivation for personally engaging in historical exercises.

Annex: an historical sketch

To review the ‘yesterday, today, and tomorrow’ of epidemiology (here seen with a bias towards Europe), it may be convenient, though somewhat arbitrary, to consider three periods: early epidemiology, extending from the fifth century BC to around 1830; classical epidemiology, from around 1830 to the 1940s; and new epidemiology, from the 1940s to the present. The full set of quoted references is available in the third edition of this book (Saracci 2010).

Yesterday: a bird’s eye view

Early epidemiology

This long stretch of time ran for more than two millennia, from Hippocrates (c. 470–c. 400 BC) to the early third of the nineteenth century. Numerous and keen epidemiological observations were made and have been handed down in surviving documents; such observations were based at best on simple or crude methods of investigation (if unfairly judged by our contemporary methodological standards). Epidemiological theories were also elaborated to explain the spreading of diseases, notably those recurrently striking and decimating populations (‘epidemics’).
On the medical line of development, Hippocrates not only provided concise, accurate, and complete descriptions of actual clinical cases (including cases of diseases such as tetanus, typhus, and phthisis) which remain ‘without parallel till the late seventeenth century’ (Singer and Underwood 1962) but—as a seminal environmental scientist—especially in his book *On Airs, Waters and Places*, clearly identified the general dependence of health, not on magical influences, but on an identifiable array of natural external factors (Hippocrates 1923).

The reawakening of clinical observation in the seventeenth century, epitomized by the ‘English Hippocrates’, Thomas Sydenham (1624–89), also brought attention back to the circumstances surrounding the occurrence of a clinical case, thus not only reviving the Hippocratic tradition, but adding to it. In 1700, Bernardino Ramazzini (1633–1714) wrote the following in his *De morbis artificum diatriba*:

Hippocrates states in *De affectionibus*: ‘When you face a sick person you should ask him from what he is suffering, for what reason, for how many days, what he eats and what are his bowel movements.’ To all these questions one should be added: ‘What work does he do?’ (Ramazzini 1982)

Besides being an acute clinician, Ramazzini moved from the observation of individual cases to the consideration of similar cases sharing work circumstances. Thus, he is today regarded as the founder of occupational medicine, a key section of the larger field of environmental medicine and epidemiology. Contemporary with Ramazzini was Giovanni Maria Lancisi (1654–1720), an anatomist and clinician, whose *De subitaneis mortibus* (1707; Lebowitz 1970), in which he reports a detailed pathological investigation of a series of cases of sudden deaths in Rome, is probably the first epidemiological study of a non-communicable condition (Lebowitz 1970). The study was commissioned by the Pope, to whom Lancisi was the personal physician (there were no forms of grant applications in those days!).

On a rather different, essentially demographic line, are the developments such as those taking place already in the late Middle Ages and in Renaissance Italy, in the latter part of the fourteenth century and in the fifteenth century, where, for instance, in Florence and Venice, the counting of deaths and some early form of death certification specifying the cause in broad terms (e.g. ‘plague’ or ‘not plague’ during such epidemics) were current and established practices (Carmichael 1986). A major step forward from recording, counting, and accounting to a quantitative analysis of the data was the later accomplishment in London of John Graunt (1620–74), who can be regarded as the founder of demography. *Natural and Political Observations upon the Bills of Mortality* (1662; Dupaquier and Dupaquier 1985) was based on a series of weekly bills
covering individual deaths and their causes in the London area back to 1603. His treatment of the data included three key innovations (Dupaquier and Dupaquier 1985): a critical examination of the sources, attempting to address issues of biased recording; the use of relative frequencies, for example, of deaths, and ratios rather than absolute numbers in his analysis, allowing several correct comparisons to be made; and the application of these methods to tackle concrete problems; the resulting data prompted him to conclude, for instance, that homicides were indeed rather rare; that mortality in the first year of life was higher in males than in females, thus compensating for the slightly higher number of males at birth; and that chronic conditions were killing more people than were acute conditions, apart from the plague. After Graunt, demographic studies progressed with the invention of the first empirical life tables (E. Halley, 1656–1742), while, particularly in France, mathematical tools were being developed for dealing with chance events and probabilities initially arising out of games; such tools were soon seen as equally applicable to the study of such collective phenomena as births, deaths, etc.

The third line, theorization, especially about the fact that the most frequent and murderous diseases appeared obviously ‘communicable’, either from person to person or from fomites, has a forerunner in the Latin poet, Lucretius (first to second century BC); in his poem De rerum natura he hints that ‘seeds’ of disease can pass from a sick to a healthy individual. It was, however, only much later that Gerolamo Fracastoro (1478–1553), in his De contagione et contagiosis morbis et eorum curatone (1546; Winslow 1980), presented the first clear and coherent germ theory of disease, ‘a mountain peak in the history of etiology, perhaps unequalled by any other writer between Hippocrates and Pasteur (Winslow 1980). Fracastoro theorized that a variety of diseases are caused by transmissible, self-propagating entities (germs) which, however, were conceived as substances more akin to present-day viruses than to bacteria. Correctly, he thought that these agents were specific to each disease and could spread person to person or through infected articles (fomites) or at a distance. He went as far as arguing that treatment should consist either of the destruction of the germs by such processes as heat or cold (which is obviously correct), the evacuation of the germs from the body, halting the putrefaction processes caused by these germs, or neutralizing them by antagonistic substances (which again was correct but, unfortunately, these were not available). He is also on record as having not only described but also given the name to a new disease making ravages in his time—syphilis (1530).

The three streams in early epidemiology—medical, demographic, and theoretical—coalesced in an effective way only towards the end of the eighteenth century and the beginning of the nineteenth century, giving rise to
epidemiology as we recognize it today, an investigation of diseases and their etiology at the population level. What had been missing during the very long early phase was not so much the individual components of the epidemiology approach as the integrated and systematic process of empirical observations, quantitative description, hypothesis formulation, deductive reasoning, and empirical testing on new observational or experimental data which started in science with Galileo Galilei (1564–1642) at the beginning of the seventeenth century and gradually spread from physics to other branches of study. In biology, an early high point in this combination of observation, experiment, and quantitative reasoning was the discovery of the circulation of blood by William Harvey (1578–1657), a contemporary of Galilei.

Classical epidemiology
With the advent of the industrial transformation of western Europe, starting in Great Britain and propagating from the mid eighteenth century to the continental countries in the next decades, ‘crowd diseases’ emerged which struck the populations amassed in the slums of the fast-growing centres of industrial development: London, Glasgow, Manchester, Paris, Lyon, Berlin, etc. This provided the decisive stimulus and at the same time the observational field for epidemiology, which developed as the investigation facet of a vast public health movement. Only a few landmarks and figures can be briefly cited here.

In Great Britain, medical registration of deaths had been introduced in 1801 and, in 1838, William Farr (1807–83) introduced a national system of recording causes of death. Once the mechanism started to work, it provided a wealth of data which Farr himself first analysed with great skill, making full use of lifetable techniques, close in most details to those in present-day use, and procedures for standardizing rates. He was also instrumental in building up a classification of diseases for statistical purposes, both national and international. His analyses, published from the Registrar General’s Office at regular intervals, gave a picture of the evolving health condition of the population of Great Britain; this picture subsequently drew the attention of all the social investigators of the Victorian period, including Marx and Engels.

The work of John Snow (1813–58), a contemporary of William Farr, is generally cited as an example of a brilliant analytical investigation which led to both the identification of a pathogenic agent and the elimination of that agent from the environment. Cholera (Asiatic cholera) had started to rage in India and then moved westwards, the first epidemic hitting Great Britain in 1831–2 and causing at least 60,000 deaths. Snow directly investigated the subsequent major epidemic episodes in London in 1849 and 1854, focusing attention on the role that polluted water might have played in the spread of the disease. Among a
number of other observations, he noted (Table 1.1) that while roughly the same number of deaths had occurred in 1849 and 1854 in London districts supplied by the Southwark and Vauxhall Waterworks Company, there were markedly fewer deaths in 1854 than in 1849 in those districts supplied by the Lambeth Waterworks Company. No major change in population had occurred between 1849 and 1854; however, unlike Southwark and Vauxhall, Lambeth had changed its source of water supply during that time by moving higher up the Thames to a location probably above, as Snow conjectured, the greatest sources of contamination by the city sewage.

Indeed, when he computed the death rates from cholera (Table 1.2), they were more than twenty times lower for the districts supplied by Lambeth than for those supplied by Southwark and Vauxhall. Strong corroboration of these findings came from a more refined investigation: in some areas, the water supplies for the two companies happened to be closely intermixed, with some houses receiving their water from Lambeth and others from Southwark and Vauxhall. The number of houses and the size of the pertinent populations belonging to each company were known, but a door-to-door inquiry was needed and was indeed carried out by Snow on all cholera cases in order to ascertain to which company the water supply of their homes belonged. This allowed the correct calculation of valid rates of cholera occurrence. The results are shown in Table 1.3 and clearly demonstrate that, even within the same physical area, the origin of the water supply separates in a clear-cut way populations with high and low rates of disease occurrence. All of these observations can be seen, in fact, as the test of a lucid theory of the etiology of communicable diseases that Snow had elaborated and presented in an 1853 paper titled ‘On continuous molecular changes’, along the line of previous work by the German pathologist, Jacob Henle (1809–1885; Winkelstein 1995).

### Table 1.1 Mortality from cholera in 1849 and 1854 in London areas supplied by the Southwark and Vauxhall Waterworks Company and/or the Lambeth Waterworks Company

<table>
<thead>
<tr>
<th>Water supply company</th>
<th>Number of deaths attributed to cholera</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1849</td>
</tr>
<tr>
<td>Southwark and Vauxhall</td>
<td>Article I. 2,261</td>
</tr>
<tr>
<td>Both companies</td>
<td>3,905</td>
</tr>
<tr>
<td>Lambeth</td>
<td>162</td>
</tr>
</tbody>
</table>

Table 1.2  Mortality from cholera in London districts supplied by the Southwark and Vauxhall Waterworks Company and/or the Lambeth Waterworks Company, 8 July to 26 August 1854

<table>
<thead>
<tr>
<th>Water supply company</th>
<th>Districts and subdistricts</th>
<th>Population in 1851</th>
<th>Deaths from cholera</th>
<th>Deaths from cholera per 1,000 population</th>
</tr>
</thead>
<tbody>
<tr>
<td>Southwark and Vauxhall</td>
<td>St Saviour, Southwark</td>
<td>19,709</td>
<td>125</td>
<td>6.3</td>
</tr>
<tr>
<td></td>
<td>St Olave</td>
<td>8,015</td>
<td>53</td>
<td>6.6</td>
</tr>
<tr>
<td></td>
<td>St John, Horsleydown</td>
<td>11,360</td>
<td>51</td>
<td>4.5</td>
</tr>
<tr>
<td></td>
<td>St James, Bermondsey</td>
<td>18,899</td>
<td>123</td>
<td>6.5</td>
</tr>
<tr>
<td></td>
<td>St Mary Magdalen</td>
<td>13,934</td>
<td>87</td>
<td>6.2</td>
</tr>
<tr>
<td></td>
<td>Leather Market</td>
<td>15,295</td>
<td>81</td>
<td>5.3</td>
</tr>
<tr>
<td></td>
<td>Rotherhithe</td>
<td>17,805</td>
<td>103</td>
<td>5.8</td>
</tr>
<tr>
<td></td>
<td>Wandsworth</td>
<td>10,560</td>
<td>54</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td>Battersea</td>
<td>9,611</td>
<td>11</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td>Putney</td>
<td>5,280</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>Camberwell</td>
<td>17,742</td>
<td>96</td>
<td>5.4</td>
</tr>
<tr>
<td></td>
<td>Peckham</td>
<td>19,444</td>
<td>59</td>
<td>3.0</td>
</tr>
<tr>
<td>Total for districts supplied by Southwark and Vauxhall</td>
<td>167,654</td>
<td>844</td>
<td>5.0</td>
<td></td>
</tr>
<tr>
<td>Both companies</td>
<td>Christchurch, Southwark</td>
<td>16,022</td>
<td>25</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td>Kent Road</td>
<td>18,126</td>
<td>57</td>
<td>3.1</td>
</tr>
<tr>
<td></td>
<td>Borough Road</td>
<td>15,862</td>
<td>71</td>
<td>4.5</td>
</tr>
<tr>
<td></td>
<td>London Road</td>
<td>17,836</td>
<td>29</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td>Trinity, Newington</td>
<td>20,922</td>
<td>58</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td>St Peter, Walworth</td>
<td>29,861</td>
<td>90</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>St Mary, Newington</td>
<td>14,033</td>
<td>21</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>Waterloo Road (1st)</td>
<td>14,088</td>
<td>10</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>Waterloo Road (2nd)</td>
<td>18,348</td>
<td>36</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>Lambeth Church (1st)</td>
<td>18,409</td>
<td>18</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>Lambeth Church (2nd)</td>
<td>26,748</td>
<td>53</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>Kennington (1st)</td>
<td>24,261</td>
<td>71</td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td>Kennington (2nd)</td>
<td>18,848</td>
<td>38</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>Brixton</td>
<td>14,610</td>
<td>9</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>Clapham</td>
<td>16,260</td>
<td>24</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>St George, Camberwell</td>
<td>15,849</td>
<td>42</td>
<td>2.7</td>
</tr>
</tbody>
</table>

(continued)
In France, the influence of the great mathematicians such as D’Alembert, Condorcet, the Swiss Euler and Bernoulli families, Lagrange, and Laplace, all of whom worked to various extents on probability and statistics during the eighteenth and early nineteenth centuries, was strongly felt in the medical field. A central figure in this development was the physician Pierre Louis (1787–1872), who introduced the ‘numerical method’ in medicine and produced statistical evidence that the then widespread practice of bloodletting was virtually ineffective or even dangerous. That the scientific climate in the first half of the nineteenth century had become favourable to a quantitative study of medical phenomena is shown by the substantial number of articles published in most of the European countries dealing with problems in quantitative biology or in the clinical or public health domains (Buck et al. 1988). Even in a country like Italy, which by that time had become, after an illustrious past, rather peripheral in scientific development, one finds evident traces of this atmosphere. For instance, at the first Congress of Italian Scientists, Pisa 1838 (Riunione degli scienziati italiani 1939), it was proposed that, in order to compare different treatments, the best method would be to administer them in different wards of large hospitals to which access of patients would be on a strict rotation basis, without any possibility of choice on the part of the physicians; the outcome of each treatment would then be carefully recorded and counted, and the whole process, as well as the interpretation of the results identifying the superior treatment (if any), would be strictly monitored and reported by a steering committee.
### Table 1.3 Mortality from cholera in London districts supplied by the Southwark and Vauxhall Waterworks Company and/or the Lambeth Waterworks Company, 8 July to 26 August 1854, according to company supplying the water for individual houses

<table>
<thead>
<tr>
<th>Company supplying water to individual houses</th>
<th>Districts and subdistricts</th>
<th>Population in 1851</th>
<th>Deaths from cholera</th>
<th>Cholera death rate per 1,000 population</th>
</tr>
</thead>
<tbody>
<tr>
<td>Southwark and Vauxhall</td>
<td>St Saviour, Southwark</td>
<td>19,709</td>
<td>125</td>
<td>6.3</td>
</tr>
<tr>
<td></td>
<td>St Olave</td>
<td>8,015</td>
<td>53</td>
<td>6.6</td>
</tr>
<tr>
<td></td>
<td>St John, Horsleydown</td>
<td>11,360</td>
<td>51</td>
<td>4.5</td>
</tr>
<tr>
<td></td>
<td>St James, Bermondsey</td>
<td>18,899</td>
<td>123</td>
<td>6.5</td>
</tr>
<tr>
<td></td>
<td>St Mary Magdalen</td>
<td>13,934</td>
<td>87</td>
<td>6.2</td>
</tr>
<tr>
<td></td>
<td>Leather Market</td>
<td>15,295</td>
<td>81</td>
<td>5.3</td>
</tr>
<tr>
<td></td>
<td>Rotherhithe</td>
<td>17,805</td>
<td>103</td>
<td>5.8</td>
</tr>
<tr>
<td></td>
<td>Wandsworth</td>
<td>10,560</td>
<td>54</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td>Battersea</td>
<td>9,611</td>
<td>11</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td>Putney</td>
<td>5,280</td>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>Camberwell</td>
<td>17,742</td>
<td>96</td>
<td>5.4</td>
</tr>
<tr>
<td></td>
<td>Peckham</td>
<td>19,444</td>
<td>59</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td><strong>Southwark and Vauxhall</strong></td>
<td><strong>167,654</strong>*</td>
<td><strong>738</strong></td>
<td><strong>4.4</strong></td>
</tr>
<tr>
<td>Lambeth</td>
<td>Norwood</td>
<td>3,977</td>
<td>8</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>Streatham</td>
<td>9,023</td>
<td>6</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>Dulwich</td>
<td>1,632</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>Sydenham</td>
<td>4,501</td>
<td>4</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td><strong>Lambeth</strong></td>
<td><strong>19,133</strong>*</td>
<td><strong>4</strong></td>
<td><strong>0.2</strong></td>
</tr>
<tr>
<td>Southwark and Vauxhall</td>
<td>Districts supplied by both companies</td>
<td>98,862</td>
<td>419</td>
<td>4.2</td>
</tr>
<tr>
<td>Lambeth</td>
<td>Districts supplied by both companies</td>
<td>154,615</td>
<td>80</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td><strong>Rest of London</strong></td>
<td><strong>1,921,972</strong></td>
<td><strong>1,422</strong></td>
<td><strong>0.7</strong></td>
</tr>
</tbody>
</table>

* Overestimated by a small amount, since this figure includes population with no water supply.

The highest degree of synthesis between experimental science, medicine, simple but penetrating demographic investigation, and public health concern was probably achieved in the unique personality of the German scientist, Rudolf Virchow (1821–1902). His work in pathology is regarded as a cornerstone of modern medicine: not only is he the acknowledged founder of (microscopic) cellular pathology, but he also wrote and was very active in the field of public health, inspired by his belief that ‘medicine is a social science’. It is interesting to see how the flow of communication was taking place at that time and how, for instance, an agreed system of classification of diseases, basic to any epidemiological work, was being shaped up. At the International Congress of Statistics in 1985, Rudolf Virchow (1985) stated

The form of the bulletin indicated by Mr. Farr can be recommended from the practical and medical point of view, because it contains one column for the disease, and another for the consequences of the diseases that have been the immediate cause of death.

One can clearly recognize here the basic concept and structure of current death certification, separating underlying causes from proximate causes, as well as the separate classification of accidents and traumatic events even now present in the International Classification of Diseases (ICD). It fell to another German scientist, Robert Koch (1843–1910), in the wake of the fundamental discovery of microorganisms by Louis Pasteur (1822–95), not only to contribute to the discovery of the agents of several diseases (including the actual identification of the major agent for tuberculosis), but also to formulate a set of criteria for establishing causality in epidemiological studies. With the new ability to isolate from healthy and diseased people a wide variety of microorganisms, the entirely new problem arose at that time of sorting out the few capable of causing a disease from the majority of innocent passengers. Koch’s (1893) criteria, among others, addressed this issue in a sharp way, stating that, in order to be regarded as a causative agent of a disease, a microorganism:

1. should be found in all subjects with the disease;
2. should not be found as a fortuitous agent in other diseases; and
3. should be recovered from the body, grown in pure culture, and be capable of reproducing the disease in some animal species.

While the first criterion is formulated in a strictly deterministic way and therefore looks at a glance radically different from our contemporary probabilistic concepts, one may doubt whether it has ever been applied as such without in practice making allowance for a margin of error in what one would regard as ‘all subjects’ (99%? 95%?). It is the third criterion which more sharply differs from those nowadays quoted in the literature and which follow the guidelines put
forward by A. B. Hill (1965), as these include as one element supporting causal-
ity ‘the biological plausibility’. This is much weaker and less strict than the abil-
ity to reproduce the disease in some (i.e. one or more) uninfected and susceptible
animal species, which reflects an attitude of giving full weight to the result of
experiments in animals, a feature which became somewhat blurred with the
advent of the ‘new epidemiology’ in the 1940s. Indeed, while the further evolu-
tion of epidemiology after Pasteur and Koch throughout the last part of the
nineteenth century and the first part of the twentieth century largely occurred
hand in hand with parallel experimental and laboratory developments in the
field of microbiology, the new epidemiology addressing the unknown causes of
non-infectious diseases went back to rely, as for instance Snow had done before
the microbiological era, pre-eminently on direct observations in human groups.

The new epidemiology
Individual studies on cancer, non-rheumatic cardiovascular diseases, and psy-
chiatric disease can be traced well back in time, but one can take as a conveni-
ent turning point for the rise of the new epidemiology the period around the
Second World War. A major stream in the development of the new epidemiol-
ogy is what could be labelled as the ‘tobacco and health story’. Initial observa-
tions were either of a statistical nature or of a clinical one. Among the first, one
can mention a short and remarkable paper by Pearl (1938) in which he used
insurance data to show that the life expectation of smokers was substantially
reduced than that of non-smokers. Among the second, one might single out
the observation by Ochsner and DeBakey (1939) of the high frequency of
smokers among the lung cancer patients coming to their hospital in those
early days of thoracic surgery. These were followed by still other statistical
findings of a general nature pointing to a dramatic increase of lung cancer
rates in males throughout the 1940s. The investigation clearly showing an
association ‘most probably’ (at that time) causal between tobacco smoking
and lung cancer was carried out by Doll and Hill (1950). The paper reporting
it remains a classic in epidemiology. It is interesting that when they set forth to
investigate the etiology of lung cancer, which had become a common disease
in the United Kingdom, they were thinking of air pollution, which was at that
time very severe in London (the ‘London Fog’) as an even more plausible can-
didate than tobacco smoke. As it turned out, the results of their study neatly
casted the role of tobacco smoke to emerge, with that of air pollution much
less evident.

Many other investigations, starting from the case-control study of Wynder
and Graham (1950), contemporary to that of Doll and Hill, confirmed and
greatly expanded the original findings. Doll and Hill themselves added another
well-known investigation, following a cohort of British doctors prospectively and reporting the ten years’ follow-up results in 1964 (Doll and Hill 1964). This cohort, which has now been followed for fifty years (Doll et al. 2004), provided strong support for the etiological role of tobacco, not only in lung cancer but in a spectrum of neoplastic and non-neoplastic diseases. It is interesting to note (Saracci 1995) that the survival curves from age 35 to age 100 for the 6,813 US-insured subjects observed by Pearl in the late thirties and for the cohort of 34,439 British doctors followed from 1951 to 1971 by Doll and his co-workers show a closely similar loss in median survival (4.9 and 5 years, respectively) when lifetime smokers are compared to lifetime non-smokers (however, with the fifty years’ prolongation of the follow-up till 2001, the loss increased to 10 years in the British cohort).

One could safely state that, by 1964, the date of publication of the results of the cohort study by Doll and Hill and that of the first US Surgeon General’s report on smoking and health (the ‘Terry Report’, from the name of the Surgeon General; US Department of Health, Education, and Welfare 1964), the role of smoking in the causation of a number of lethal diseases can be regarded as soundly established. The Terry Report is an extremely valuable document, which can still be read with profit by anyone interested in assessing large amounts of disparate data bearing on an etiological problem. It is interesting from the methodological viewpoint to know that the inability in the initial periods of study to reproduce neoplasms in animals by exposing them to tobacco smoke was regarded—in line with Koch’s third criterion—as an important element for questioning the validity of the conclusions drawn from the epidemiological studies. It is certainly not coincidental that at about that time, epidemiologists felt compelled to rethink the criteria to be used to infer causality in general (rather than in infectious diseases) and that A. B. Hill produced a set of guidelines, which can still be used as a reference (Hill 1965). As already noted, this changes the requirement of an agent to be able to reproduce the disease in animals to the more general and optional requirement of biological plausibility. This perspective on causality had the unintended consequence of downplaying almost completely in some circumstances and epidemiological circles the value of animal experiments (incidentally, it can be noted that, using better experimental set-ups, tobacco smoke has produced cancers in experimental animals): this result was an unfortunate one and in flat contradiction to all thinking and practice in biology.

This phase of the development of epidemiology received a new impulse from the two-way exchange between epidemiology and clinical medicine, an exchange which has been a constant feature in the history of epidemiology, as previously exemplified by Ramazzini, a clinician, and Snow, a physician
(pioneering anaesthesia), who had enlarged clinical observations by looking for causes of disease at the population level; conversely, Louis had brought the methods of population studies into the clinical domain to evaluate the effects of medical acts in patients’ populations. The ‘new epidemiology’ clearly highlights this dual exchange. In Great Britain, John Ryle (1899–1950), professor of medicine at Cambridge, moved from the clinic to become the first director of the Institute of Social Medicine in Oxford. The institute had been established at the time of the Second World War to ‘investigate the influence of social, genetic, environmental, and domestic factors on the incidence of human diseases and morbidity’, and Ryle was a key inspirer of the work of the post-war generation of British epidemiologists who made crucial contributions to the identification of causal factors of chronic diseases.

In a parallel and opposite move, epidemiologic methods were showing their value for clinical research and were increasingly incorporated into a growing stream of ‘clinical epidemiology’, namely, studies of diagnostic, prognostic, therapeutic, and rehabilitative procedures in populations of sick subjects. A yardstick in this development was the publication in 1972 by Archie Cochrane (1909–88) of a brilliant essay advocating a systematic use of the randomized trial method to evaluate procedures in the clinical and health services areas (Cochrane 1972).

**Today: epidemiology in the making**

Today, as yesterday, epidemiology as a population approach to health and disease embraces two bodies of knowledge: epidemiological methods of investigation (which are part of scientific methodology) and epidemiological substantive notions developed by the application of such methods (these notions become part of medicine in its biological and social facets).

Both bodies of knowledge have undergone substantial expansion since the Second World War with the development of the ‘new epidemiology’. A simple comparison of a mid 1950s edition with a recent edition of any one of the classical textbooks of medicine (e.g. *Cecil Textbook of Medicine*, ninth edition (Cecil and Loeb 1955) versus the twenty-second edition (Goldman and Ausiello 2004) shows how epidemiology has contributed to change and increased, sometimes dramatically, our understanding of the time and space evolution, etiology, and opportunities for control, preventive or therapeutic, of major classes of diseases such as, for instance, ischaemic heart disease, chronic obstructive lung disease, asthma, cancers at several sites, etc., not to mention newer entities like toxic shock syndrome, AIDS, Legionnaires’ disease, or Helicobacter infections. This progress has been matched by the emergence, de facto or formally recognized, of a wide spectrum of subspecialties (cancer
epidemiology, paediatric epidemiology, genetic epidemiology, clinical epidemiology, etc.) within epidemiology itself.

On the methodological side, it is sufficient to remember that no text specifically devoted to epidemiological methods was available before 1960, when the book by MacMahon and co-workers (1960) was published, whereas methodology today provides enough matter for ten, eleven, or twenty major books, at different degrees of completeness and complexity.

Study design methods and statistical methods of analysis have been developed in and from the context of problems in epidemiology, rather than by borrowing them from other areas of applied methodology and statistics; in addition, in recent years, a unified approach to the analysis of occurrence data (incidence and mortality) which has also implications for the study design has been developed based on the unifying principle of likelihood inference. These developments have taken place concurrently with an accelerated evolution in the whole field of biology and health, where one can point out four traits, particularly salient in Europe and other economically developed areas of the world:

◆ The unprecedented advances of research in some domains, fundamental to all other fields of biology and medicine, like immunology, the neurosciences, and, most prominent, molecular and cell biology and genetics. Clearly, switching the study of higher organisms, including humans, from the anatomy and physiology of the phenotype, as has been the case until now, to the direct study of the anatomy and physiology of the genotype opens an entirely new perspective, the full implications of which (preventive, therapeutic, and ethical) are not yet distinctly perceptible.

◆ The advances in clinical medicine at the diagnostic and therapeutic levels. Until sixty or seventy years ago, effective treatments could be counted on the figures of one hand, so that the only way open—and in many cases effective as well—for disease control was prevention. Nowadays, treatments capable of effectively influencing the length and quality of survival are available for a number of serious conditions, infectious and non-infectious. As a consequence, the balance and the competition between the preventive and curative approach needs to be seen in a fresh light and critically reassessed. A relevant example is mortality from ischaemic heart disease, the marked decrease of which in several western countries appears to be in part due to decreased incidence and in part due to decreased lethality because of better treatment opportunities.

◆ The escalating costs of all health care delivery systems, whether private, public, or mixed, have brought to the forefront issues of effective and efficient
use of available resources which were of negligible importance or almost unknown fifty years ago.

- The renewed awareness among professionals and the general public of the dependence of health (of humans as well as of other living organisms) on the environment, material and social, personal, local, or general. In parallel with this goes the realization that tangible deterioration of the environment does take place because of short-sighted human activities.

These developments and their interrelationship change the pattern of the factors capable of promoting, damaging, or restoring health and impose a virtually continuous reappraisal and adaptation of the health care system and, more generally, of all plans of action aimed at influencing health.

**Tomorrow’s horizon**

Four major challenges stand on the horizon of epidemiology (which means of epidemiologists) in the coming decades, entailing, as with any challenge, both opportunities and risks.

**The challenge of evolving biology**

Few would disagree with the following comment by Sir Richard Doll (1993):

> Classical methods of epidemiological research are proving less and less productive as the simple problems are being successfully solved… without some brilliant new inspirations, the rate of discovery of new facts of any importance by the use of these classical methods must be expected to slow down.

A major avenue to maintain momentum is certainly the now pervasive incorporation of concepts and techniques evolving at an impressive pace from such basic disciplines as immunology, molecular and cell biology, and genetics. Biomarkers of exposure, of early effects, and of susceptibility, acquired or innate (genetic), are sharpening the power of all kind of epidemiological studies. In particular, pathogenesis studies investigating mechanisms through which different factors cooperate in producing a disease can to some extent help to identify specific etiological agents in the environment. For instance, if an investigation combining epidemiology with immunology and biochemistry isolates a specific air pollutant as responsible for the induction of asthma attacks, control measures can be addressed specifically to the sources of that pollutant (a more generic approach to all pollutants in the air may simply not be possible). Pathogenesis studies, however, are per se of major interest as they potentially lead to disease control via pharmacological interventions on host factors. It would, however, be wrong for epidemiologists to concentrate in the future almost exclusively on these scientifically highly attractive studies, as this
would imply reducing the investigation of controllable disease determinants in
the human environment.

The challenge of evolving environment
While localized environmental health hazards from polluting toxic agents are
widespread and have a substantial impact on health, a larger scale and poten-
tially irreversible class of environmental health hazards are emerging. The reali-
ization of these hazards stems from the gradual building up and consolidation of
knowledge on the size of global environmental changes and on the role of ever-
increasing human activities in the production of these changes. Examples
include climate change, freshwater shortages, loss of biodiversity (with conse-
quent changes in the functioning of ecosystems), and exhaustion of fisheries
(McMichael et al. 2008). These changes are unprecedented in scale, and assess-
ing the resultant risks to populations in the five continents demands innovative
approaches, based on empirical data and on alternative scenarios, to modelling
environment—disease relationships and evaluating their causal nature.

The challenge of evolving society
Society in most developed countries, and particularly in Europe, is character-
ized by an ageing demography, reproduction rates below the population
replacement rates, a flow of immigration from less developed countries and
which is likely to continue in the coming decades, and persistent inequalities in
health conditions between different sections of society, in particular with
respect to gender, race, and occupational and socioeconomic categories. Moni-
toring trends and identifying causal factors in this area of ‘social epidemiology’
has been a long-standing concern of epidemiologists and has received a renewed
impulse in the last ten to fifteen years, thus leading to an increasing volume of
studies at country and international level. This positive development character-
izes epidemiology as a science for justice in health (Saracci 2007) through the
epidemiologists’ involvement in public health, both from the scientific view-
point and, when required, from the viewpoint of campaigning for health.

The challenge of diversification versus integration
As in all other scientific and technical branches of activity, epidemiology has
recently been, and still is, diversifying and specializing along different axes. A
first axis is methodology versus substantive studies; areas of current and future
development in methodology include, for instance, methods in genetic epidemi-
ology, modelling of exposure response relationships with multiple longitudinal
measurements, and treatment of exposure measurements and errors of measure-
ment in order to reduce misclassification and improve study power. A second
axis is the diversification of different fields of substantive interest, for instance,
cancer epidemiology, the epidemiology of ageing, etc. A whole area of specialization is ‘clinical epidemiology’, which is the application of epidemiological methods within the clinical domain, both for studies evaluating diagnostic, prognostic, therapeutic, and rehabilitative procedures and for evolving formal methods of optimal clinical decision-making. Stemming from it is the rapidly growing branch of ‘evidence-based medicine’ (EBM), which employs formal methods to assemble and evaluate existing evidence on the effects of medical interventions.

A final axis of diversification tends to separate those who specialize in investigative aspects for routine or research purposes from those who plan and implement interventions; in clinical medicine, this has produced a variety of specialists in purely diagnostic activities (clinical chemists, clinical pathologists, diagnostic radiologists, and imaging specialists); such specialists are different from the therapist, who decides and acts on the basis of the diagnosis; similarly, in the public health area, the epidemiologist may become more and more a pure specialist in etiological and evaluative investigations, leaving to others to decide what to do.

This trend raises three major issues: to what extent can a global view be preserved jointly with specialized or ‘subspecialized’ technical skills; to what extent, side by side with epidemiologists specializing in different areas, can the figure of the generalist be maintained (again, the analogy with clinical medicine is pertinent, where one of the most difficult present-day problems is the survival and the role of the general physician or the internist); and how can epidemiologists best cooperate in teams of specialists, including groups in charge of taking public health decisions.

**Conclusion**

Confronting these challenges to the point of overcoming the multiple obstacles to an effective translation of research, thus resulting in health benefits for all people, demands proactive involvement by epidemiologists. Such involvement may take various forms, from assistance to participation in decision-making, and from critique at a social level to frank advocacy actions. It is an engagement of an essentially political inspiration that many epidemiologists may see as outside their exclusive commitment to research, particularly at a time when the already mentioned fast advances in biology propel research into new territories.

If this attitude were to prevail, our ‘modern’ epidemiology would be better labelled ‘post-modern’, as postmodernism refrains from any utopian project, including the one of universal human betterment (in health as in many other aspects) born with the Enlightenment. It behoves epidemiologists to show that this is not a utopia but the concrete guide of their daily work.
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Introduction to important concepts in epidemiology

For my writing about important concepts in epidemiology—about how I see them—the context now is quite different from what it was when I wrote about them for this book’s most recent previous edition, for I have invested a lot of thought in these concepts during the production of two recent books of mine (Miettinen 2011; Miettinen and Karp 2012). So, upon having formulated the importance hierarchy of the concepts relevant to this book, I largely draw my definitions and explications of those concepts from these two sources.

Epidemiology vs epidemiological research

The most centrally relevant, and hence the most important, concept here obviously is that of epidemiology. To me, epidemiology has a singular meaning: it is (the practice of) community medicine (Miettinen 2011; Miettinen and Karp 2012), although to most teachers of the subject the concept of epidemiology has ‘study’ as its proximate genus. Moreover, the specific difference unique to epidemiology within this genus is commonly said to be the study’s focus on something like ‘distribution and determinants’ of ‘disease’ in populations. I edit those definitions to mean that epidemiology is taken to be a line of research—specifically, research on the (rates of) occurrence of phenomena of human health (Miettinen and Karp 2012).

The International Epidemiological Association (IEA) defines epidemiology as ‘the study of the occurrence and distribution of health-related states or events in human populations, including the study of the determinants influencing such states, and the application of this knowledge to control the health problems’ (Porta et al. 2008).
I now distinguish, more sharply than ever before, between epidemiology and epidemiological research; and my concept of the latter now is very different from those above. The concept of epidemiological research naturally is to be deduced from that of epidemiology, whereas epidemiology is defined without any reference to research. In this framework, I define epidemiological research as ‘research—any research, however “basic”—aimed at advancement of the practice of community medicine’ (Miettinen and Karp 2012).

In these terms, this book is not about teaching epidemiology; it is about teaching epidemiological research. And this book is about only one of the two principal segments of epidemiological research; it is about teaching population-level rather than laboratory-based epidemiological research—research that addresses the occurrence of illness—that is, morbidity (Miettinen 2011)—in human populations. This book is about teaching research on morbidity in human populations.

The IEA Dictionary of Epidemiology (Porta et al. 2008) defines morbidity as any departure, subjective or objective, from a state of physiological or psychological well-being. In this sense sickness, illness, and morbid condition are similarly defined and synonymous (but see disease). The WHO Expert Committee on Health Statistics noted in its sixth report (1959) that morbidity could be measured in terms of three units: (1) persons who were ill, (2) the illnesses (periods or spells of illness) that these persons experienced, and (3) the duration (days, weeks, etc.) of these illnesses. In addition, it defines morbidity rate as ‘a term, preferably avoided, used to refer to the incidence rate and sometimes (incorrectly) to the prevalence of disease’.

**Rates of morbidity**

Intimately related to my concept of morbidity (which is very different from that of the IEA) are those concepts concerning the frequency of occurrence of illness in human populations. The first concept is the rate of incidence, having to do with event-type phenomena such as complications of delivery or vaccination and diagnosis (rule-in) about a particular type of cancer. The incidence rates of these complication-type phenomena, or of neonatal death, for example, are in the form of a proportion. For diagnosis (rule-in) about a cancer, the incidence rate generally is of the form of a density: the number of the events occurring in a unit amount of population-time. From such a rate of incidence can be derived the cumulative incidence rate for a span of time. This too is a proportion, inherently conditional on not succumbing to an extraneous cause of death in the time period at issue. In addition, there are rates of prevalence for state-type phenomena such as congenital malformations. All rates of prevalence are in the form of proportions.
These elementary concepts of rates of morbidity arguably are the most important ones in both epidemiology and epidemiological research, as they are the central concern in both. And they deserve attention here for the added reason that an anomalous conception of rates has had a high rate of prevalence among teachers of epidemiological research ever since its introduction four decades ago (Elandt-Johnson 1975). This anomaly is the notion that a proportion cannot properly be thought of and referred to as a rate—that a rate inherently has a temporal dimension, so that only incidence density among the quantities listed above is a rate.

The IEA dictionary says under ‘Rate’ that, in epidemiology, rate is ‘an expression of the frequency with which an event [sic] occurs in a defined population, usually in a specified period of time. . . . the term prevalence rate is to be avoided, because prevalence cannot (and does not need to) be expressed as a change in time. . . In contrast, the force of mortality and the force of morbidity (hazard rate) are proper rates, for they can be expressed as the number of cases developing per unit time divided by the total size of the population at risk.’ For ‘Cumulative incidence, cumulative incidence rate (syn: incidence proportion, average risk)’ the IEA definition is ‘the number or proportion of a group (cohort) of people who experience the onset of a health-related event during a specified time interval; this interval is generally the same for all members of the group, but, as in lifetime incidence, it may vary from person to person without reference to age.’ Under ‘Prevalence’ is said that ‘it is a proportion, not a rate.’

The IEA dictionary thus displays considerable confusion about epidemiological rates and is inconsistent in what it says about them. It does not reflect an understanding of what incidence density and cumulative incidence are, and even the term incidence density (which I introduced in 1976, along with cumulative incidence) remains alien to its authors, although it is commonplace in epidemiological research. In addition, the IEA dictionary propagates the notion that proportion-type measures of the frequency of the occurrence of an illness are not rates.

The essence of the anomaly in Elandt-Johnson’s conception of rates (Elandt-Johnson 1975) is that it represents a bizarre revolt against the English language, as this language is well established in general usage, in various scholarly contexts, in the professional realm of epidemiology, and in epidemiological research à la Richard Doll, Abraham Lilienfeld, Brian MacMahon, etc. My Concise Oxford English Dictionary (Pearsall 1988) says that rate is ‘a measure, quantity, or frequency, typically one measured against some other quantity or measure.’ And my venerable American Heritage dictionary (Morris 1969) specifies one of the three meanings of rate as ‘a quantitative measure of a part to a whole; proportion: The birth rate; a tax rate.’
**Populations, open vs closed**

Although very swift to adopt Elandt-Johnson's major misconception about epidemiological rates, teachers of epidemiological research have been very slow to grasp the fundamental duality in *types of population* (described in Miettinen 1985). This duality derives from some populations being open to exit while others are closed to exit, as some populations’ membership is defined by a state, for the duration of that state, whereas membership in others is defined by an event, for the rest of time (eternally) thereafter. Linguistically, the distinction is between *dynamic populations* (having turnover of membership) and *cohorts*. To many teachers of epidemiological research at present, *cohort* seems to be a synonym for ‘population’, with some cohorts ‘fixed’ and others ‘dynamic’.

The IEA dictionary defines *cohort* as ‘1. The component of the population born during a particular period and identified by period of birth so that its characteristics (e.g., causes of death and numbers still living) can be ascertained as it enters successive time and age periods. 2. The term “cohort” has been broadened to describe any designated group of persons who are followed or traced over a period of time, as in cohort study (prospective study).’ The term *dynamic population* it defines as ‘a population that gains and loses members; all natural populations are dynamic—a fact recognized by the term *population dynamics*, which is used by demographers to denote changing composition’. The term *fixed cohort* it defines as ‘a cohort in which no additional membership is allowed—that is, it is fixed by being present at some defining event (“zero time”); an example is the cohort comprising survivors of the atomic bomb exploded at Hiroshima.’ There is no definition given for *dynamic cohort*.

**Etiology, etiological study**

Epidemiological research on morbidity is principally about *etiology*; but the concept of this—‘causal origin, or causal explanation’ (Miettinen 1985)—remains quite commonly not understood by teachers of epidemiological research. To underscore the retrospective nature of this genre of causality in medicine, I now prefer my neologism *etiogenesis* (Miettinen 2011).

The IEA dictionary defines *etiology* as ‘literally, the science of causes, causality; in common usage, cause’. But there is no such science; and tautology is not literally, nor otherwise, the science of unnecessary repetition.

From understanding the inherently retrospective nature of the etiology/etiogenesis concept—from the vantage of a case or a series of cases of an illness backward to is causal origin—flows understanding of the *central role of a case series* in any study of the etiogenesis of an illness. This means understanding the need to build the study around a series of cases of the illness, a series in which
some of the person-moments are associated with a positive history for the (potentially) etiogenetic factor, others with a positive history for the alternative to this in the causal contrast. Critical in this construction is the understanding that any case series has meaning in epidemiology and in epidemiological research only as a source of the numerator inputs to the calculation of rates (or quasi-rates) of occurrence of the cases in a defined referent population-time (or series of person-moments) for the rates. From these elementary understandings flows the concept of the etiogenetic study, in which the case series is coupled with a base series, a fair sample of the study base (Miettinen and Karp 2012).

Before these rather recent elementary understandings of etiogenetic research, A. B. Hill—the statistician with a major role in the development of randomized trials to address the other genre of causal problems in medicine—posited the highly influential but seriously misguided idea that this research, while non-experimental, should be designed with the intervention experiment paradigmatically in mind (Hill 1953). This led to the concept of the ‘prospective’ study in etiologic/etiogenetic research; but because of its problems of practicability, ‘retrospective’ study remained commonplace as well (US Department of Health, Education, and Welfare 1964). These two types of study were subsequently renamed cohort study and case-control study. Correction of the respective fallacies in these leads to the singular essence of the etiogenetic study sketched above (Miettinen and Karp 2012).

Regrettably, and incomprehensibly to me, ‘cohort’ and ‘case-control’ studies remain de rigueur in the prevailing culture of etiologic/etiogenetic research and in the teaching of this, just the same. In line with this, the IEA dictionary (Porta et al. 2008) defines them without any critical notes attached. It does not point out that the ‘cohort’ study does not have the case series with base series structure, with etiogenetic histories as of these person-moments, and that, while a ‘case-control’ study is one ‘of persons with the disease (or another outcome variable) of interest and a suitable control group of persons without the disease . . . comparing the diseased and nondiseased subjects with regard to how frequently the factor or attribute is present . . . in each of the groups (diseased and nondiseased); it does not have even a semblance of a study base, with the causal contrast in it and with case series and base series from it.

Confounding

As at issue here is non-experimental research on causality; a very important concept in it is confounding. In reference to studies of the etiogenetic type of causation, the core idea about confounding is this: a health event’s association with a potentially causal antecedent (in an unbiased study base) is a reflection
of causality, confounding, or both. In this, the antecedent involves the causal–contrast duality of histories (cf. ‘Populations: open vs closed’), and any potential confounder is an extraneous determinant of the rate of occurrence of the illness. A potential confounder is an actual confounder (of the study base) if it has a differential distribution between the index and reference segments of the study base (representing positive histories for the factor and for its alternative, respectively).

The IEA dictionary (Porta et al. 2008) says under ‘Confounding bias (syn: confounding)’ that this is ‘1. Bias of the estimated effect of an exposure on an outcome due to presence of a common cause of the exposure and the outcome . . . 2. Bias of the estimated effect of an exposure on an outcome due to baseline differences among exposure groups in the risk factors for the outcome’. However, both of these are misconceptions of confounding (of the study base) in etiogenetic studies. Age and gender are the two archetypical confounders in etiogenetic studies, and neither one of these can be thought of in causal terms, as neither admits a causal contrast due to the inherent absence, at a given person-moment, of an alternative to a person’s actual age or gender. In truth, both of the associations definitional to a confounder (above) are acausal (meaning that causality is not an issue). And ‘baseline differences among exposure groups’, insofar as they have anything to do with an etiogenetic study, have to do with the study’s source population when it is of the cohort type rather than the dynamic type. But even with a cohort as the source population, the study population (forming the population-time of the study base) is dynamic, as membership in it is defined by transient states (the state of being alive as one of these). Thus, differences between the index and reference aggregates of population-time are relevant (cf. ‘Etiology, and etiological study’).

The teacher’s challenge

In closing, I harken back to the preface of a recent introduction to epidemiological research (Miettinen and Karp 2012); there, Karp and I commented on how challenging it has been to us, and to others too, to come to grips with the concepts of this research, and how much effort the attainment of understanding of them thus requires of students. Here I add that teaching of the research also requires much effort, notably in preparation for it. For, as is evident from the foregoing, an obviously challenging aspect of the preparation is steering around the authoritarian but malformed versions of even the most important concepts of this research in the IEA dictionary (Porta et al. 2008). The IEA would do well to arrange public discussions of important concepts of epidemiological research instead of periodically consolidating misconceptions about these concepts.
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Introduction to study design

In our experience, the most basic epidemiologic concepts and principles are understood by the majority of the students early in the course, and the topic can be made as complex as the skills of the teachers and students permit. At all levels, there are challenging and important issues to discuss. An important aim of teaching, at least at the university level, is to make students aware of what we—and they—don’t know, and much in epidemiology is still unknown.

A study is a process—documented throughout from design to execution—that aims at providing empirical evidence on a given issue. An epidemiologic study may start with a public health problem, an hypothesis concerning the etiology of a disease, or may be prompted by the available research opportunities. Studies may start with a health problem that needs a solution, or because a new, or differently formulated, hypothesis may lead to a better understanding of a phenomenon. Also, a study may be worthwhile if it provides data of better quality for exploring an existing hypothesis. An hypothesis is justified not only by its biological plausibility but also based on its epidemiologic coherence. Does the incidence of the disease follow a pattern that, at least to some extent, correlates with exposure distributions over time and between populations? It is, for example, highly unlikely that use of cell phones is a strong risk factor for brain cancer, at least if the induction time is less than ten years. Some studies may be undertaken without any prior hypothesis, such as genome-wide association studies (see chapter 12).

In any study, careful characterization of the outcome is a fundamental step. For example, if one wishes to study infertility, would that be defined solely on the basis of seeking medical help due to an inability to conceive, or should researchers adopt a wider definition, asking a sample of couples in the general population for how long they have tried to conceive as an indicator of infertility using a given waiting time (e.g. 1+ years) as a cut-off point? The
occurrence of this infertility (no matter how it is defined) as a function of exposure to the putative causal factor is addressed in what Miettinen calls ‘the object design’. Avoiding bias is addressed in the ‘method design’ (Miettinen and Karp 2012).

In general, the ‘first’ study on a new hypothesis is very important, since subsequent studies may be influenced by its results. For example, when it was first reported that vasectomy may increase the risk of prostate cancer, a number of men who had undergone vasectomy were checked for prostate cancer (either at the patient’s request or because the physician was alerted to the problem). As prostate cancer can go undetected for a long time, such a mechanism may artificially produce a higher proportion of diagnosed prostate cancer in men who have been vasectomized than in those who have not. To overcome this problem and achieve equal accuracy of information, only severe cases that would not be missed regardless of the exposure could be considered. Comparable accuracy is particularly important when an outcome is rare and the estimated effect is expressed with a relative measure (i.e. relative risk, hazard ratio, or odds ratio), as poor specificity results in greater bias towards the null than poor sensitivity. This is due to the fact that, with poor specificity, a large number of false positives will ‘contaminate’ the small number of cases, thus diluting any effect the exposure of interest may have.

The study design should be dictated by its aim(s), if possible. The challenge is to find a design that most effectively and validly addresses the research hypothesis. If the optimal design is not feasible for ethical or practical reasons, it is important to consider if it is worthwhile pursuing the study at all. The optimal sample size may well be zero.

The main aim of the teaching should be to focus on the logical link between the study aim(s) and the design. Key issues in teaching study design are related to how the entities (determinants, outcome, confounders, and modifiers) under study are formulated and whether the results will provide the evidence for which they are designed.

Teachers should try to remember the difficulties they themselves encountered as students of the discipline. This is often a good indicator of what needs particular attention in teaching. Let the students interrupt. Insist on questions from the students at regular intervals and present numerous examples, preferably from published papers. Ask questions to test the level of understanding and invite students to evaluate potential sources of bias that may have been overlooked by the authors. Selecting papers with blatant design flaws is a good way to make students aware that even studies published in high-impact journals may suffer from major design problems; however, the emphasis should be on normal papers.
At the undergraduate level, students should be taught the core concepts of basic epidemiological study design and should be able to accurately describe and characterize such design. For graduate students, teaching should incorporate new and more specialized study designs and methods, as well as creative ways to exploit data that are often available, such as birth registries (e.g. we have learnt much about the familial risk of several reproductive outcomes by studying pregnancies from maternal and paternal relatives of the index cases). New laboratory techniques and advancement in analysing causal inference have also greatly increased the number of options available in the design and analysis of data.

Epidemiology often rests on the observation of occurrence of a disease as a function of its potential determinants. For ethical reasons, these determinants cannot in most cases be manipulated by the researcher. Most research, at least within public health epidemiology, is therefore non-experimental. In clinical epidemiology, however, it is often possible to manipulate treatment in a way that makes scientific inference less vulnerable to bias, as in the randomized controlled trial.

Epidemiologic research aims to capture the disease experience within a population according to lifestyle factors, treatment, environmental exposures, genetic factors, etc. and to make inferences from such experience. Rather than focusing upon dissimilarities, the teacher should focus on the similarities of the various designs. The common aim is to capture the underlying population experience, for different purposes and with different efficiency (and accuracy), while at the same time pursuing the maximization of validity at the lowest possible cost.

An epidemiologic study is usually a simplification of reality (e.g. one outcome, often binary, and a limited number of determinants). Since no study can specify all modifiers and confounders, this is generally acceptable and, possibly, the only way to proceed in many situations; however, it is important to be aware of this limitation. In particular, it is important to remind students that an exposure that may be harmful for a particular outcome may be protective for others, and vice versa. For example, although sun exposure is a known risk factor for skin cancer, it is also the main source of vitamin D, and vitamin D deficiency is a risk factor for several illnesses (Holick 2007).

Theoretical epidemiology, that is, research into the concepts and methods of the discipline, has developed rapidly during the last thirty years (Miettinen 1985a, 1988, 1999; Rothman et al. 2008; Szklo and Nieto 2012) leaving many of the disease- or exposure-oriented epidemiologists behind. This need not cause problems if the teacher sticks to basic and well-defined concepts and principles. Many (perhaps most) of the important epidemiologic studies are performed by
people with limited knowledge of theoretical epidemiology and biostatistics, because the idea (or the hypothesis) is the most important part of the study. The rise and fall of new methods has made it difficult to reach consensus on proper textbooks but many of the older textbooks are outdated, especially concerning the understanding of case-control studies and concepts like confounders, intermediates, and effect measure modifiers. These developments are mostly related to achieving more rigorous ways of collecting the available information and a more precise understanding of the ability to estimate the effect measure of choice in the underlying population (Axelson 1979; Miettinen 1985b, 1999; J. Olsen et al. 2010).

In recent years, genetics has increasingly become part of epidemiologic studies, along with the use of biomarkers of exposure, and not all teachers will be familiar with these techniques. Several designs have been proposed for epidemiologic studies that incorporate genetic analyses, and some of these should be proposed to graduate students (Weinberg and Umbach 1999, 2000; Weinberg 2003; Weinberg and Umbach 2005; Weinberg et al. 2007; Lawlor et al. 2008).

While the fundamental principles of epidemiologic research still apply, investigators with some knowledge of genetics and basic science are better equipped to designing and conducting these studies. Studies in which a large number of genetic polymorphisms are examined will also require statistical techniques capable of meeting some of the challenges posed by numerous statistical comparisons.

Other areas of epidemiology that have recently undergone a profound change are related to causal inference (VanderWeele and Vansteelandt 2009; Valeri and VanderWeele 2013) and to assessing potential confounders, often via the use of directed acyclic graphs (DAGs), to establish which covariates are actually confounders and which should not be included in the model due to their potential for biasing the estimates (Greenland et al. 1999; Hernán et al. 2002; Pearl 2010; Wilcox et al. 2011; Howards et al. 2012).

**Teaching objectives**

Undergraduate students should be aware of the core measures of association in epidemiology, such as prevalence, incidence, relative risk (or risk ratio), risk difference, incidence rate ratio, odds ratio, rate difference, etc., as well as of the strengths and weaknesses of the basic designs. They should be able to read epidemiological papers critically, whether the publisher is a drug company, a newspaper, or a scientific journal. Students should also be able to read articles that use standard designs and to comment on the relevance of the design in light of the aim of the study. They should be aware of the major potential
sources of bias and be able to identify them in individual studies. They should be able to explain how randomization, blinding, and placebo administration operate in minimizing bias and confounding in randomized controlled trials. They should be aware of ethical principles and principles of right to privacy and data protection. Students should also be aware of how epidemiological designs may be used to monitor health-care interventions, including screening, over time. They should understand and be able to describe the strengths of these designs in comparison with non-systematic reporting of side effects of drugs, accidents, etc.

Students should also understand the meaning of the basic concepts of measuring observation time in epidemiology and know the concept of immortal observation time. They should be able to define epidemiological problems and know the differences between medical sociology, behavioural economics, medical psychology, and epidemiology. It is epidemiologic research to study the health consequences of smoking but, for example, not why people smoke or engage in unsafe sex.

Graduate students in epidemiology should have a more detailed knowledge of the different design options and be able to design typical studies themselves. They should be able to understand the concepts of validity, precision, efficiency, and study power. At the end of the course, they should be able to peer review a paper and write a study protocol using one of the standard designs in epidemiology. They should also follow the debate on policy issues in journals or professional websites (such as <http://www.ieaweb.org>).

Since epidemiologists often try to identify causes of diseases or health conditions, the syllabus should include a session on the concept of causation and counterfactuals, and its consequences for the design and interpretation of the results (Hill 1965; Lewis 1973; Mackie 1975; Rothman 1976; Susser 1991; J. Olsen 1993). DAGs (Pearl 2009) may be useful tools for identifying sources of bias and confounding (Greenland et al. 1999). They could be introduced here and further elaborated in a course on bias and confounding.

Teaching should be based on up-to-date concepts and methods, and the teacher needs to know some of the basic literature in theoretical epidemiology, at least from the last decades (Rothman et al. 2008; J. Olsen et al. 2010; Ahrens and Pigeot 2013). Teachers must be familiar with fundamental concepts, such as bias, confounding, effect modification, and DAGs (Miettinen 1981, 1988; Weinberg 1993; Greenland et al. 1999; Pearl 2010).

Since epidemiology deals with often sensitive data and/or sensitive questions, students should be aware of how to do properly conducted studies (International Epidemiological Association (IEA)/The European Epidemiology Group 2007).
Teaching contents
Rather than simply classifying designs as randomized controlled trials, follow-
up studies, case-control studies, cross-sectional studies, or correlation studies,
students at all levels should be taught about the key parameters that character-
ize a given design. These are discussed in the following sections.

The unit of observation
This could be an individual or a group of individuals. When the units of obser-
vation consist of an aggregate of individuals, the study is often called an eco-
logical or correlation study. The unit of observation may also be an event, rather
than an individual (e.g. a pregnancy). If only one event per individual is ana-
lysed, statistical independence is no problem. If, however, some individuals
contribute to more than one event, this could make the analysis more complex,
as the assumption of independence maybe violated (Hardin and Hilbe 2003;
of the observation may also be only a part of the body, as when brain cancers are
compared for the part of the brain exposed to mobile phone use and compared
with the occurrence of brain cancer in unexposed parts of the brain.

Type of population
Populations studied in epidemiology can be of two main types: closed cohorts
(membership is defined by a given event, and no exit is possible), and dynamic
populations (where a given state, e.g. residence in a given area, defines member-
ship in the cohort, and exit occurs when that state terminates). Closed cohorts
are used if certain exposure measurements need to be taken at a certain time
period during the life course or if moving in or out of a study area may cause
selection bias.

Allocation of the exposure under study
Depending on the type of study, allocation of exposure may be performed by
the researcher to learn about the health consequences of a given intervention
(experimental design). In cases of potentially harmful exposures, induced by
nature, self-selection, or other mechanisms, often the researcher cannot
manipulate the exposure but can organize observations in order to learn about
the effect of such exposures (non-experimental design).

A ‘natural experiment’, like an earthquake, is not an experiment in the scien-
tific sense of the word—it is not an exposure which was induced in order to learn
about its effect. Although this specification may seem obvious, it is important to
make the students properly understand what characterizes an experiment and
what does not. In an epidemiologic experiment the exposure is under the control of the researcher and the aim is to learn about the health consequences of this exposure.

The timing of the observations

Since diseases occur over time, a longitudinal recording of exposures and disease is preferable—a sequential set of observations in real time—as in the cohort study and—when possible—in the case-control study. Situations in which exposures, outcomes, and other factors are recorded at the same point in time using prevalence data without attempting to reconstruct the exposure history in relation to the outcome are usually defined as cross-sectional studies. These studies often suffer from a number of problems that hamper the interpretation of the findings of associations, largely due to the fact that the correct temporal sequence (cause occurring before the effect) often cannot be established with certainty. ‘Reverse causation’ may be a problem when the disease impacts lifestyle or metabolism of environmental pollutants. Cross-sectional studies are better suited to provide descriptive data on the occurrence (prevalence) of diseases and exposures but may be of etiologic value in genetic studies or in other situations where the exposure does not change over time.

Definition of the relevant etiologic time window

Based upon the available knowledge of the condition under study and of the hypothesized effect of the exposure, the appropriate etiologic time window must be defined (i.e. cigarette smoking is unlikely to be the only cause of lung cancer in subjects who started smoking six months before being diagnosed, and a potentially teratogenic drug taken in the fourth month of pregnancy cannot be the cause of a cleft palate because the fusion of the palate is over by then). It is important not only to consider the time it takes for a given exposure to initiate the disease process and to identify the relevant window of vulnerability but also to take into consideration the latency time, that is, the time it takes before the disease has reached a stage where it can be diagnosed.

Definition of the study base (or source population)

The study base, or source population, is the population experience over the time period under study—the actual person–time experience that is the basis of the inference (Miettinen 1985a). It is a primary study base when the source population is defined before the case series is identified, and the challenge is then to obtain complete ascertainment of the cases. It is secondary when the case series is identified first, and the challenge is then to identify the source population that originated that case series.
**Sampling the study base**

When the study base is sampled according to the exposure status, for example, exposed versus unexposed, we usually talk about a *cohort* study. If we first identify cases and then sample from the study base, the study is defined as a case-control study. Since cohort studies are expensive, they often address more than one exposure and can cover the entire population in a region, like the Framingham study.

**Types of data**

Primary (or ad hoc) data are those collected for the purpose of a specific study, while secondary (or antecedent) data are generally collected for other purposes, for example, registers, medical files, etc.

The terms ‘prospective’ and ‘retrospective’ have been used by epidemiologists in many different ways and some believe it is best to avoid these terms altogether. Sometimes, however, exposure data collected prior to the outcome are referred to as prospective, and exposure data collected after the outcome as retrospective. The terms should, however, be avoided, at least with respect to causal inference. Causal inference is always forward in time, regardless of the design. In the case-control study, we reconstruct the occurrence of the putative determinants in the past to learn about its consequences. We do not make inference from the effect to its possible cause. A case-control study is therefore not a retrospective study from the perspective of causal reasoning, and the term ‘tro-hoc’ study (cohort spelled backwards; Feinstein 1973) bears witness to the misunderstanding of the underlying structure of this design.

It may be useful to illustrate the use of different designs in the evaluation of a hypothesis by means of an example. This particular example illustrates studies that often progress from inexpensive to more expensive and from simple to more complex designs.

We may, for example, observe that birth weight tends to be higher in areas with a high fish intake (S. F. Olsen 1993).

This hypothesis could, at first, be inexpensively tested with a correlation study, since birth weight data are often available and dietary surveys or sales of food items can provide exposure data. Such a simple study (correlation or ecological study) could show that birth weight tends to be higher in populations characterized by a high fish intake; however, fish intake need not be causally related to birth weight, as we have no information on whether it was the fish-eaters who had the largest babies (ecological fallacy). The association could also be caused by genetic factors, differences in smoking habits, social status, etc. It could, of course, be due to growth-promoting factors in fish, or factors that delay the
onset of labour. This type of study will not in itself provide any effect estimates related to individual risks.

The next step may be to carry out a case-control study, using as cases babies with high birth weights. Controls may be sampled from all pregnant women and we could then try to reconstruct fish consumption during pregnancy. In this study, we would seek information on smoking, social conditions, and other potential determinants of birth weight and fish consumption. Gestational age may be a mediator in this relation, if fish consumption delays labour, and this requires particular attention in the analysis. If such a study showed an association, the evidence would be more convincing; however, we would probably still doubt the quality of the data on dietary habits and we would have no control of confounding by unknown factors.

The next step would be to set up a follow-up study where we recruit pregnant women with a wide variety of levels of fish intake recorded during the entire pregnancy in real time and then compare newborns in this group with the newborns of pregnant women who did not eat fish during pregnancy. The non-exposed group may provide the expected gestational age and birth weight in the exposed cohort, had the exposed cohort not been exposed (counterfactual reasoning: i.e. a given factor is causal if, in its absence, the effect would not have occurred at that point in time (Lewis 1973)). We would attempt to make this group comparable to the exposed group by taking into account potential confounders. In this study we have better information on dietary habits but we would still not fully resolve the problem of potential residual confounding by unknown determinants of foetal growth and pregnancy duration that may also influence fish intake. In fact, such a study might indicate that frequent fish-eaters have smaller babies, perhaps because fish may also be contaminated with pesticides or heavy metals that could impair foetal growth or because some women who eat high amounts of fish during pregnancy do so because they previously experienced an adverse reproductive outcome.

The final logical step would be to set up a randomized controlled trial in which pregnant women would be allocated to high and low intakes of fish, or the presumed active components in fish (n-3 fatty acids). If such a trial were large and could be double blinded (which may be possible with n-3 fatty acids), it would be unlikely that those who were randomly allocated to receive the active component would differ from those who received the placebo. If the placebo provided a similar energy supply, birth weight should be similar in the two groups if the null hypothesis is true (i.e. n-3 fatty acids have no effect except that associated with energy intake). If this study were to show an effect, it would provide a strong case but still no certainty. A greater degree of evidence would be provided by a meta-analysis of all existing eligible trials on the topic. In general,
we only provide evidence that will move personal beliefs towards or away from a causal effect but never to probabilities of 0 or 1. Only the counterfactual comparison, comparing the same people being both exposed and unexposed at the same time, would justify causal inference, and this is not possible.

Hormone-replacement therapy, which appeared to be protective against coronary heart disease in observational studies (Grodstein et al. 1996, 2000; Varas-Lorenzo et al. 2000), was found to be associated with increased risk in the Women’s Health Initiative (WHI) randomized trial (The Women’s Health Initiative Study Group 1998). In 2008 Hernán et al. reanalysed the data from the Nurses’ Health Initiative to try to emulate a randomized trial, which yielded findings similar to those of the WHI trial (Hernán et al. 2008).

Using the fish oil example in teaching will be a sober introduction to the need for being cautious in making causal inference. The randomized controlled trial is, in theory, the most simple to design, analyse, and interpret. For logistic reasons, however, it is often the most difficult to carry out, especially if it is of long duration. It is also important to recognize that randomized trials provide only a degree of guarantee of comparability at baseline if the study is large. Compliance to the allocation of the exposure will almost never be perfect (and far from perfect in a trial of long duration). Since non-compliance is not a random process, an unconfounded measure of effect is difficult to obtain, unless trials are analysed based on the initial randomization, regardless of compliance (intention to treat analysis). This kind of analysis, however, may result in underestimating (or missing) an effect. More importantly, many of the questions we ask in epidemiology do not lend themselves to being studied experimentally, for ethical reasons. We cannot allocate people to an exposure that may cause harm.

It is important that students understand how the three cornerstones of the randomized controlled trial help to isolate the effect of the exposure. Randomization will make the groups comparable at baseline (by reducing confounding) when the study is large. Blinding will make compliance and outcome measurements comparable on average if it can be maintained throughout the trial (no differential misclassification), and placebo use will make circumstances comparable by controlling for the placebo effect. Any differences in the outcome in a well-conducted trial should then be due to the difference in exposure, the difference between the groups to be compared, lack of adherence to the protocol, or chance. Lack of exposure contrast is a major problem if compliance is low or if the drug is available to individuals receiving placebo treatment. More details on the randomized controlled trial are available in the works by Feinstein (1989a, b), Greenland (1990), Senn (1991), Moher et al. (2001), and Friedman et al. (1996).
In cohort studies, we usually want to make the exposure contrast as large as possible to answer the question, does this exposure have an effect or not? In studies in which we wish to estimate the quantitative nature of the association, we usually need to compare several levels of exposure to estimates: at what level does the exposure have an effect, and what shape does the dose–response relation have?

Students often have problems understanding the distinction between effect measure modification and confounding, and it is important for teachers to be aware of this. Effect modification is the phenomenon by which the (theoretical) measure of association between an exposure and a given outcome varies across strata of another determinant (e.g., the incidence of oesophageal cancer is higher than expected (according to whether the model is additive or multiplicative; Rothman 2002) in smokers with high alcohol consumption than in smokers with low alcohol consumption). Effect measure modification is model dependent, and it is always measure dependent. Most measures of association are based on a multiplicative or additive scale, depending upon the model that is chosen to describe the association (rate ratio or rate difference). The presence of a causal effect does lead to effect measure modification on at least one scale.

Effect measure modification, as defined by a deviation from an additive model, may be a main target for study, as proposed by Rothman (2002). This is best studied in a well-balanced design that uses the principles of the factorial design (Armitage and Berry 1994).

Confounding is a type of bias that depends on an unbalanced distribution of determinant(s) of the outcome that also cause(s) the exposure directly or indirectly. Thus, the exposed and unexposed groups would have a different disease occurrence even in the absence of exposure. A potential effect modifier may or may not be a confounder, depending upon its association with the determinant under study. On the other hand, an effect modifier is part of the mechanism of the hypothesis under study. DAGs (Pearl 2010), while potentially useful for assessing confounding, are not able to represent effect modification. Furthermore, they do not permit representation of relative strength of effect or dose-response.

We usually use fixed cohorts to study the effect of a given exposure localized in time, calendar time, or age. We use cohorts with an open entry in, for example, studies of occupationally exposed people who enter the cohort when they become exposed. If exposure duration is unrelated to the occurrence of the disease under study and has a short incubation time, follow-up may end as soon as the exposure ends; however, usually members of a cohort are followed up longer, regardless of the duration of exposure. Measurement of the exposure should be updated if the follow-up is long, as is, for example, done in the Nurses’
Health Study. There are some instances in which only a specific window of exposure is investigated, such as exposures during a specific stage of foetal life, childhood, or puberty. In this case, the effort to collect exposures has to be focused on these particular relevant periods. Proper effect measures are rates that take follow-up time from exposure into consideration.

Students at the graduate level should also be taught more complicated designs, such as case-only studies, twin studies, or other family studies.

When introducing the case-control study, it is important to stress that this design tries to capture the information in the underlying population by using a different sampling strategy from that of the classical follow-up study. The aim is to estimate the relative effect measures during follow-up without studying the entire population. Case-control studies are usually more efficient—and cheaper—than cohort studies because they obtain almost the same amount of information with much fewer observations (all cases plus a variable number of controls). We can illustrate the link between a cohort study and a case-control study as follows.

If we imagine an underlying fixed cohort without loss to follow-up, we have the data for all the relative effect measures, as illustrated in Table 3.1.

If we assume that a registry captures all the cases from this underlying population and we are able to reconstruct valid data on the exposures, we can estimate the numerator exposure odds indicated on the right side of these formulas. To obtain the denominator exposure odds, we sample from the cohort at baseline (to estimate relative risk), from the observation time during follow-up (to estimate the incidence rate ratio), or from those who remain disease free throughout follow-up time (to estimate the disease odds ratio).

**Table 3.1 Relative effect measures for cohort analysis**

<table>
<thead>
<tr>
<th>Measure</th>
<th>Formula</th>
<th>Alternative formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative risk</td>
<td>( \frac{a}{N^+} ) ( \frac{c}{N^-} )</td>
<td>Section 1.01 ( \frac{a/c}{N^+ / N^-} )</td>
</tr>
<tr>
<td>Incidence rate ratio</td>
<td>(a) ( \frac{a/t^+}{c/t^-} )</td>
<td>(i) ( \frac{a/c}{t^+ / t^-} )</td>
</tr>
<tr>
<td>Odds ratio</td>
<td>1) ( \frac{a/b}{c/d} )</td>
<td>a) ( \frac{a/c}{b/d} )</td>
</tr>
</tbody>
</table>

* a = number of diseased individuals in the exposed cohort; b = number of nondiseased individuals in the exposed cohort; c = number of diseased individuals in the unexposed cohort; d = number of nondiseased individuals in the unexposed cohort; \( N^+ \) = start of follow-up of exposed cohort; \( N^- \) = start of follow-up of unexposed cohort; \( t^+ \) = observation time for the exposed cohort; \( t^- \) = observation time for the unexposed cohort.
A random sample taken at the start of the follow-up provides estimates of the denominators which, for the relative risk, are the exposure distributions in the entire study base at the start of follow-up \((N+, N-)\). If the follow-up is based on members of a registry or a biological bank, and the follow-up time is short, a random sample from this study base will estimate the exposure distribution of interest. We call this design a case-cohort study. Its merits are mainly that one control sample may be used for several case groups (Greenland 1986; Prentice 1986). If cohort members are lost over the follow-up time, the analyses have to take this into consideration.

If there is loss to follow-up, or if the study base is a dynamic population, we need to estimate the distribution of exposed and unexposed time during follow-up. If the underlying population is a closed cohort, comprising, for example, members of a biological bank (a repository of biological specimens taken from a given population in a given time period), we could let the members of the cohort be represented by the units of their exposed follow-up time or unexposed follow-up time, respectively, and then sample from among these units. In other situations we would sample from the population at risk at the time when cases were detected and accept that controls maybe sampled more than once and thus also enter the case group if they become cases. We call this design a case-base study or a case-control study with incidence density sampling.

In the case-cohort study we would sample controls that may also include cases, since cases have the same probability of being selected as non-cases. In the second situation we would sample controls that may later become cases. It is thus important to accept that the same subjects may be represented as both cases and controls. Sometimes this requires refinement of the normal statistical procedures but these simple sampling procedures bypass the ‘rare disease assumption’ often mentioned in textbooks (i.e. that odds ratios only estimate the relative risk in case of ‘rare’ diseases—that have to be rare within each category of the exposure). In this situation we obtain unbiased estimates of relative risk and incidence rate ratio, regardless of the frequency of the disease. (Some would call a case-cohort study a nested case-control study but, in principle, all case-control studies are nested within a cohort, although the underlying cohort may be difficult to identify.)

Only for the case–non-case study, in which controls are sampled from those who remain disease free during follow-up does the rare disease assumption apply, and only if we want the odds ratio to estimate the relative risk or incidence rate ratio. In this example the exposure odds ratio is the same as the disease odds ratio (i.e. \( \frac{a/c}{b/d} \)).
A number of designs are based upon case-only studies. The most important of these is the case-crossover study, which is especially useful when trying to avoid confounding by stable time factors. This design is best suited to study immediate treatment effects or effects that happen shortly after the exposure (MacLure 1991; Mittleman et al. 1995; Greenland 1996). If patients use a given drug only occasionally, for example, the incidence rate of a specific short-term side effect of using the drug can be compared with the incidence rate in periods of no treatment. The ratio between these two incidence rates reflects the association between the treatment and the potential side effect, and this information may only be captured by studying the past exposure history of those patients who exhibited side effects. By comparing drug use prior to the outcome with drug use at a reference time period for the same persons, the underlying incidence rate ratios can be ascertained for members of the study. Another important design is the case-parent design, which permits the assessment of genetic effects as well as gene-environment interactions (Wilcox et al. 1998).

Almost all designs that address etiologic problems (i.e. the occurrence of an illness as a function of a given determinant) must be based upon a longitudinal recording of determinants and outcomes, perhaps with the exception of exposures that do not change over time, such as genetic factors or exposures occurring during a specific time window (such as prenatal exposures, or exposures occurring in early childhood or puberty).

Cross-sectional surveys are usually classified in the context of descriptive studies that aim at estimating the prevalence of a specific illness at a given time in well-defined populations. For this type of study, the principles of random sampling from a target population apply. The study aims at making inferences for a specific population, and it is particularistic in the sense that results are valid for that population only and at a given point in time (the findings refer to prevalence, not risk). When we estimate effect measures in etiologic designs, we usually do not have a target population in mind and we expect (or hope) the findings will apply to other populations or for other time periods. If not, causal pathways in different populations include other factors that modify the effect.

**Teaching method and format**

In our experience, design issues are best taught by using a mixture of different teaching methods. Student participation is of key importance. The concepts and principles needs to be discussed and used in practical examples.

The logical structure of the design, criteria for protocol writing, and good epidemiological practice should be presented in lectures, and the students should read the relevant textbook chapters.
Published articles should be presented to the students and discussed with respect to the design and the authors’ conclusions in light of the stated objective. Students should take part in open discussions about the appropriateness of the authors’ design, the validity of the study, and the validity of the conclusions. This is usually a successful exercise, as it focuses the students’ attention on important aspects of the subject while, at the same time, stimulating critical assessment. It is also preparatory for the following step.

Published papers should be read and discussed by students according to standard criteria for peer review (Elwood 1998; Savitz 2003) and this discussion should be brought forward to a plenary debate.

Students at a more advanced level should be asked to write a protocol on a specific topic and have it discussed in plenary.

It is important at all levels to illustrate the pitfalls in all designs, especially in designs that deviate from routine principles.

**Assessing students’ achievements**

Most students find design problems interesting and take an active part in discussions, often taking a very critical point of view. It should be stressed that a critical approach has to take into consideration what is important and what is less important. There is a difference between being able to discuss the problems and understanding the basic concepts. Since the teaching has to move from basic principles to more advanced topics, it is important to implement an ongoing assessment procedure and make sure that students master a topic before the lectures move forward to the next. At the end of the course, students should be evaluated on the basis of their understanding of the concepts, rather than on the learning of specific details. Oral examinations or written essays may be better than multiple-choice exams at capturing the overall level of understanding of the students. For undergraduate students, we should establish that they have a firm grasp of the various design options and are able to discuss the problems of confounding and bias inherent to these designs. At a more advanced level, students should be able to review study protocols and critically appraise published papers (Table 3.2).

**Conclusion**

Even students in basic courses in epidemiology should be familiar with the most common study designs. They will not be able to read most epidemiologic papers critically unless they are familiar with at least some of these designs. Conducting epidemiologic research requires not only a more profound understanding of these designs but also experience in what can go wrong in the data collection process.
Table 3.2 Syllabus for ten one-hour lectures followed by one-hour group exercises (twenty hours)

<table>
<thead>
<tr>
<th>Lecture</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Causation, including the use of directed acyclic graphs</td>
</tr>
<tr>
<td>2</td>
<td>Measures of disease occurrence and association</td>
</tr>
<tr>
<td>3</td>
<td>Design options and design classification</td>
</tr>
<tr>
<td>4</td>
<td>The randomized trial</td>
</tr>
<tr>
<td>5</td>
<td>Cohort studies</td>
</tr>
<tr>
<td>6</td>
<td>Case-control studies</td>
</tr>
<tr>
<td>7</td>
<td>Bias and confounding</td>
</tr>
<tr>
<td>8</td>
<td>Cross-sectional studies</td>
</tr>
<tr>
<td>9</td>
<td>Case-only studies including case-time-control studies</td>
</tr>
<tr>
<td>10</td>
<td>Recap of strength and weaknesses in different designs</td>
</tr>
</tbody>
</table>

Notes

Lecture 1. The concept of causation plays a key role in understanding our measures of association and concept of interaction. The lecture should also introduce DAGs (Pearl 2010).

Lecture 2. In this lecture the concepts of risks, rates, proportions, and odds, as well as risk/rate and odds ratios, are revisited.

Lecture 3. We can present the different design options based on a given research question, such as whether hormone-replacement therapy causes breast cancer.

Lecture 4. Although the randomized trial is not a model for the other designs, it is conceptually easy to understand for most students and illustrates important principles that have to be taken into account in all studies.

Lecture 5. The randomized controlled trial is itself a cohort study but students need to be introduced to other cohort studies that do not randomize the exposure. The Framingham study, the Nurses’ Health Study, and the Danish National Birth Cohort can all be used as examples.

Lectures 6. Most of the new insight into design methodology addresses the case-control study. This lecture should focus upon their similarities to the cohort study.

Lecture 7. Most method problems can be categorized as confounding selection bias or information bias. Directed acyclic graphs may be used to illustrate the bias.

Lecture 8. Cross-sectional studies/surveys are frequently used, and their strength and limitations in descriptive as well as analytical epidemiology need to be identified.

Lecture 9. New design options, like the case-crossover study and perhaps also the case-parent design, should be presented.

Lecture 10. Again, use examples to illustrate the strengths and weaknesses of the various designs.
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Chapter 4

Statistics in epidemiology

Per Kragh Andersen

Introduction to statistics in epidemiology

Epidemiology deals with the assessment of effects of risk factors on disease outcome in human populations, and statistics has played a prominent role in its development. In fact, some authors (Krickeberg 1992) have claimed that epidemiology is really a part of statistics!

This chapter provides a guide for the ‘inexperienced’ teacher to teach statistics as a part of a teaching programme in epidemiology. By ‘inexperienced’, I mean that the reader has little or no experience in teaching statistics in an epidemiologic context and not that they know little about statistics. In fact, I generally recommend that statistics be taught by professional statisticians and not by those from an applied field with a more narrow background in statistics. It is, however, crucial that the potential teacher is familiar with the field of epidemiology to motivate the students and to illustrate points with relevant examples. As will be apparent from the following, I think that teaching any statistical topic for students in epidemiology (and from any other field for that matter) should take relevant motivating examples as the starting point. Nevertheless, I would like to emphasize that, in my opinion, statistics is not well suited to problem-based learning. The reason is that the statistical concepts and methods should to a large extent follow a strict logical order which is difficult, if not impossible, to achieve using problem-based learning. Thus, the course to be described follows a strict deductive model.

I will assume that a course introducing the standard epidemiologic designs is taught concurrently with the statistics course to be described. It does not make much sense to give first a course describing the designs and not the analysis and then subsequently to give the statistics course. Furthermore, the course to be outlined is intended for undergraduates with no prior familiarity with statistics.

Teaching objectives

Since I will assume that this course provides the first teaching in statistics to which the students are exposed, the first main objective is to make them

- understand variation.
Without variation (interindividual, intraindividual, and sampling variation), there would be no need for statistics whatsoever! Next, the students should

- understand the concepts of population versus sample, and parameter versus estimate; which naturally leads on to how to
- understand standard deviations and confidence intervals by discussing repetition of ‘experiments’. (Here, I do not think that it is necessary to spend much effort in distinguishing between standard deviation and standard error—it is just a question of which experiment to repeat).

After these basics, the students should learn how to

- estimate probabilities (‘risks’ and ‘prevalences’) with confidence limits;
- estimate relative risks (and risk differences) with confidence limits; and
- estimate odds and odds ratios with confidence limits from cohort studies with common follow-up times for everyone and from cross-sectional studies.

Furthermore, the student should learn how to

- compare two probabilities or odds (among ‘exposed’ and ‘unexposed’) using the chi-square test;
- understand the concepts of significance level and $P$-value; and
- understand the close connection between significance tests and confidence limits (in these simple two-sample situations).

Next, the students should

- understand rates and intensities as useful measures of disease frequency in cohort studies where everyone does not necessarily have the same follow-up time;
- understand the connection between rates and risks;
- learn how to estimate rates and rate ratios with confidence limits; and
- learn how to compare two rates (among ‘exposed’ and ‘unexposed’) using a chi-square type test.

The last introductory topic to discuss is case-control studies, which are conceptually somewhat more complicated than cohort studies or cross-sectional studies (involving as they do a sampling of the population generating the cases). The students should understand

- how a case-control study may be thought of as taking place by sampling within a given cohort (though it is perhaps more natural to discuss this as a part of the concurrent epidemiology course) and how the controls may be selected in various ways. For the sake of simplicity of analysis in a basic
course such as the one described in this chapter, I would recommend concentrating on the kind of ‘case–non-case’ design which allows estimation of the odds ratio. (This is also the design for which more advanced regression analyses are most simple.)

The student should also
◆ understand how to analyse the odds ratio based on the same basic two-by-two table as in a cohort study.

At this stage, the students will be ready to learn how to
◆ understand and estimate a population-attributable risk and see its relevance in a public health context. Exactly when in the later part of the course this topic is taught is probably of minor importance.

The rest of the objectives (and for the rest of the course contents, see ‘Teaching contents and format’) deal with how to
◆ understand and adjust for confounding.

This is a large and complicated task and the teacher’s ambition may here be on a number of different levels, ranging from a fairly brief discussion of the topic via stratified (‘Mantel–Haenszel’) analyses to a thorough treatment of, for example, logistic regression. I think that a suitable starting point for the discussion of confounding is that of ‘a fair comparison between the exposed and the unexposed group’. That is, if we randomly select exposed and unexposed individuals, does this then provide a fair comparison? Or do we run the risk that perhaps the exposed individuals are older or smoke more than the unexposed individuals? If the latter is the case, then some sort of adjustment for age and smoking is required (provided that age and smoking are associated with the disease risk).

This way of thinking is very much in line with the discussion of (randomized) experiments given by Clayton and Hills (1993) and leads very naturally to the concept of a stratified analysis. A stratified analysis may be performed for all the measures for the comparison mentioned above (i.e. relative risks, odds ratios, rate ratios, etc.), and the idea is that the comparison is made between randomly selected exposed and unexposed individuals from the same stratum (e.g. age group) and a common (Mantel–Haenszel) estimate is then obtained by summarizing estimates from the individual strata. The student should be able to
◆ understand the rationale behind stratified analyses, and to
◆ perform a stratified analysis for each of these measures.

This includes
◆ computing the Mantel–Haenszel estimator with confidence limits and the corresponding test statistic and
examining whether the modelling assumptions behind the analysis are reasonably fulfilled, that is, whether the measure is approximately constant over strata).

This leads to the requirement that the students should

- understand the concept of interaction.

However, students should not necessarily be able to understand the details of, for example, the Breslow–Day test for homogeneity of odds ratios across strata; they only need to be able to interpret the result of such a test.

Last, but not least, the students should

- be able to read epidemiological literature which uses and refers to the concepts outlined above.

This really leads to a dilemma, since most modern epidemiologic papers apply some sort of multiple regression analysis such as logistic regression or Poisson or Cox proportional hazards regression, and these techniques are rather too difficult to be treated thoroughly in an introductory course such as the one outlined here (depending, of course, on how much time is available for the teaching).

Some compromise is required where the students are introduced to multiple regression analysis and taken through typical tables from epidemiologic papers, hopefully leading to a basic understanding of the fact that regression coefficients and their associated confidence intervals are just like (log) odds ratios which are mutually adjusted as in a series of stratified analyses. A particular problem to deal with in this connection is effects of quantitative explanatory variables that do not have exact analogues in Mantel–Haenszel analyses.

A topic dealt with in most introductory courses on design and analysis of epidemiologic studies is 'standardized rates', which belongs naturally under the heading of adjustment for confounding. Thus, a directly standardized rate, being simply a weighted average of age-specific rates, is computed when age confounding is suspected in a comparison of rates from different groups. Though such a comparison can be performed more directly using stratified analysis, directly standardized rates may be useful, for example, as a descriptive one-number summary of each group. The analogous indirectly standardized rate (and the equivalent standardized mortality ratio (SMR)) is useful when comparing observed rates with standard (population) rates. Again, some sort of age adjustment is necessary and, under the simplifying assumption that the observed age-specific rates are proportional to the population rates (an assumption which may be checked), the SMR is a suitable measure of the common rate ratio. Thus, the student should

- understand the principles and limitations of standardization.
In summary, there are a number of concepts that the student should understand and be familiar with:

- variation, population versus sample, parameter versus estimate, standard deviation/confidence limits, risk, prevalence (probability), odds, rate (intensity), control sampling, population-attributable risk, confounding, and interaction.

There are also a number of techniques that the student should be able to apply:

- estimate risk, prevalence, odds, and rate (and the corresponding ratios for two groups) with confidence limits; test whether ratios are unity using chi-square tests; perform stratified analyses; and compute standardized rates.

In addition, there are some topics for which the student should understand the principles as applied in the literature:

- test for interaction, and multiple regression analysis (including linear effects).

Teaching contents and format

The teaching format will heavily depend on the availability of computers in the classroom. The ideal situation is one in which students have constant access to computers with a statistical package like R, SAS, SPSS, or STATA installed. Here STATA seems to provide a nice compromise between being easily accessible for non-specialists and being sufficiently comprehensive for most purposes. However, the freely available R package is also a strong candidate. This will provide the possibility of mixing lectures with exercises in which students try the methods just discussed on real datasets. Alternatively, lectures may take place in a classroom without computers but the students should then have access to computers elsewhere in order to work with day-to-day exercises illustrating the methods taught during the lectures. The lectures to be described in the following are assumed to be supplemented by

- an introduction to a statistical computer package, and
- a series of computer exercises (in one of the formats just described).

Each lesson should be completed in about three to four 45-minute lectures, plus computer exercises.

Lesson 1: variation and confidence intervals

Introduce this lesson by giving the students a general idea about what statistics is about (i.e. drawing inference on scientific problems from data) and turn quickly to a simple introductory example to ease the understanding of population and
sample. I have sometimes used the following example but, obviously, any similar simple example would do. Imagine that you want to assess the prevalence of asthma in a well-defined geographical region among teenagers, based on a questionnaire. Based on this example, one may discuss population, sample, sampling variation, and interindividual and intraindividual variation. Furthermore, such an example should make the students feel the need for a confidence interval for the true asthma prevalence and should be taught how to do that from the estimated standard deviation of the proportion in the sample. (However, they need not understand why the standard deviation is computed the way it is.) The interpretation of the standard deviation for the distribution of prevalence estimates, and that of a confidence interval through hypothetical repeated sampling, should be explained and, if possible, illustrated on a computer. In a similar vein, risk parameter estimates for exposed and unexposed individuals from a cohort study could be discussed with standard deviations leading to the wish to make a statistical comparison of the two.

**Lesson 2: comparing risks and odds**

Begin by repeating the highlights of lesson 1, emphasize what the students are supposed to understand and what they have to accept; then go on to introduce the relative risk and an associated confidence interval. Repeat the interpretation of a confidence interval and examine whether the ‘null value’ RR = 1 is inside or outside the confidence limits in your example. Next, based on that example, introduce the concepts from significance testing: null hypothesis, test statistic, distribution of test statistic, and \( P \)-value. I would recommend using the Mantel–Haenszel version of the chi-square test in a two-by-two table because, for this statistic, it is quite easily seen how it measures discrepancies from how one would expect the data to look if the null hypothesis were true. Furthermore, it easily generalizes to stratified analysis and to comparison of rates. The students should understand the need for a standard deviation for the difference between observed and expected but they need not understand why the formula looks the way it does. They should understand how a distribution of test statistics under the null may be obtained through repeated sampling and how one then compares the observed value of the test statistic with this distribution (the chi-square distribution with one degree of freedom) and obtains the \( P \)-value using a table of the distribution. Finally, they should understand the close connection between confidence limits and test statistic (in this simple one-degree-of-freedom situation). The students should also be introduced to the odds ratio (with a confidence interval) and it should be emphasized that the test statistic can just as well be seen as a test for the hypothesis that the odds ratio is unity.
Lesson 3: rates and case-control studies

Begin by repeating the highlights of lesson 2, emphasize what the students are supposed to understand and what they have to accept, and promise them that all the concepts introduced in connection with significance tests will be repeated several times later in the course! Next, introduce the rate as a frequency measure useful in cohort studies with unequal follow-up times and explain how to compute confidence intervals for rates and rate ratios. The connection between a rate (i.e. a constant intensity) and a probability (risk) should be explained. Next, discuss the Mantel–Haenszel type test for comparing two rates and repeat the concepts from significance testing. At this stage, case-control studies can be discussed, emphasizing how odds ratios may be estimated based on observation on cases and a sample of disease-free controls. One could also mention the alternative design where cases are compared to a random sample from the whole population, enabling estimation of the relative risk but complicating analysis due to lack of independence between cases and ‘controls’ (e.g. Schouten et al. 1993).

Lesson 4: adjustment for confounding using stratified analysis

Begin by repeating the highlights of lesson 3, emphasize what the students are supposed to understand and what they have to accept, and go on discussing confounding. This may, for instance, be done by presenting a (perhaps hypothetical) situation where an exposed and an unexposed group are to be compared and where, for some reason, the exposed group is older than the unexposed. In this case individuals randomly selected from the exposed group and from the unexposed group will not provide a fair comparison, since differences between the risks in the two groups may to some extent be ascribed to effects of age (if age is a risk factor for the disease outcome). Thus, to compare like with like, an age stratification of the two groups is needed, and this leads very naturally to a discussion of stratified (Mantel–Haenszel) analysis of, for example, the odds ratio. The students should understand that the ingredients of a stratified analysis are just what one would have used for comparisons of exposed and unexposed, stratum by stratum (i.e. observed, expected, and standard deviation of observed) but that, instead of performing several analyses, one for each stratum, the three sufficient statistics are added over strata, enabling one to make a single comparison between exposed and unexposed, adjusted for the stratification variable (the confounder). Technically, students should learn about the Mantel–Haenszel estimator, its associated confidence interval, and the Mantel–Haenszel chi-square test. Students should understand
that the estimation procedure corresponds to the calculation of a weighted average of the stratum-specific odds ratios and that it therefore only makes sense if all the stratum-specific odds ratios are ‘similar’, that is, if there is no interaction. They should know that tests for no interaction exist and how to interpret them, but the details could be left out of this introductory course (depending of course on the available time).

**Lesson 5: standardization and attributable risks**

Begin by repeating the highlights of lesson 4, emphasize what the students are supposed to understand and what they have to accept, and repeat the basic idea in the stratified analysis by showing how a Mantel–Haenszel analysis of rates is performed. At this stage, standardization techniques can be introduced. The idea behind ‘direct’ standardization (calculation of a weighted average of age-specific rates) is easily explained but the students should understand that, for a comparison of two groups, an external standard age-distribution is not needed. The principle of ‘indirect’ standardization should be explained, as well as the way in which this method may be used when comparing rates from the sample with standard (‘population’) rates. Estimation of the standard deviation of the SMR should be presented. Finally, the population-attributable risk should be introduced, together with both its calculation and its interpretation.

Lessons 1 to 5 as they have now been described provide the necessary minimum content of a basic course in epidemiological statistics but, to fulfil the requirement that the students should be able to read epidemiological articles, some introduction to multiple regression analysis (e.g. logistic regression) should be given. Thus, I would recommend that two extra modules be added with this aim.

**Lesson 6: introduction to logistic regression**

Begin by repeating the highlights of lesson 5, emphasizing what the students are supposed to understand and what they have to accept. To introduce logistic regression, begin by considering tables. First, in a two-by-two table with one binary outcome variable (diseased versus not diseased) and one binary explanatory variable (exposed versus not exposed), the odds ratio may be calculated as a measure of the effect of the explanatory variable on the outcome. The log odds ratio may also be seen as the coefficient $b$ in the regression model

$$\ln(\text{odds}) = a + bZ$$

when the explanatory variable $Z$ is coded as 0 or 1. Here one may need to remind students of their, perhaps forgotten, knowledge of logarithms from high school.
Next, in a three-by-two table, again with a binary disease outcome and with an explanatory variable with three ordered categories, choosing a reference category enables one to calculate two log odds ratios as measures of the effect. These log odds ratios may be seen as the coefficients $b_1$ and $b_2$ in the regression model

$$\ln(\text{odds}) = a + b_1Z_1 + b_2Z_2$$

with the explanatory variable coded using indicator variables $Z_1$ and $Z_2$ for the two levels of the variable not chosen as reference.

Finally, when the three ordered levels are denoted by $Z = 0$ (reference), by $Z = 1$, and by $Z = 2$, respectively, the coefficient $b$ in the model

$$\ln(\text{odds}) = a + bZ$$

may be seen as a common log odds ratio for 1 versus 0 and for 2 versus 1 (i.e. if the log odds are plotted against $Z$, a straight line is obtained). This latter model is easily extended to one with a truly quantitative covariate. These are the simplest situations with either one binary, one categorical, or one quantitative explanatory variable, and the tables are seen to be equivalent to simple logistic regression models.

To introduce multiple logistic regression, begin by considering two two-by-two tables where the relation between the exposure $Z$ and the outcome is studied in two strata defined by a third binary explanatory variable $X$. In this case the Mantel–Haenszel estimator may be calculated as a measure of the effect of $Z$ adjusted for $X$. Now, rearrange the tables such that the roles of $Z$ and $X$ are interchanged and the Mantel–Haenszel estimator for the effect of $X$ adjusted for $Z$ may be calculated. Finally, we can study the model

$$\ln(\text{odds}) = a + bZ + cX,$$

which includes both explanatory variables. In this model, it can be seen that $b$ is the log odds ratio for $Z$ both when $X = 0$ and when $X = 1$ and that $c$ is the log odds ratio for $X$ both when $Z = 0$ and when $Z = 1$. Thus, this model corresponds to performing both Mantel–Haenszel analyses at one go and thereby mutually adjusting the effects of $Z$ and $X$. Finally, explain briefly how interaction may be modelled within the logistic regression framework.

With these building blocks, any multiple regression model can be explained by considering one variable at a time and interpreting the corresponding regression coefficients as log odds ratios adjusted for the other variables in the model. Note that by simply adding the terms for the different building blocks, no interaction is tacitly assumed and interaction is only studied when the researcher explicitly introduces it into the regression model.
Lesson 7: literature examples using logistic regression

Begin by repeating the highlights of lesson 6, emphasizing what the students are supposed to understand and what they just have to accept. The purpose of lesson 7 is to discuss a couple of epidemiologic articles that use logistic regression. The first of these should, preferably, be one where the data are documented in fair detail with tables and where classical Mantel–Haenszel techniques are used as an introduction to the multiple regression analyses. If access to the raw data is possible, then reconstructing some of the tables from the article in the computer sessions will usually make an important pedagogic point.

A number of simple statistical methods that really do belong in a basic course in statistical epidemiology have not found their way into these lessons. These include analysis of quantitative outcomes (e.g. t-test and linear regression), analysis of survival data (the Kaplan–Meier estimator and the log rank test), analysis of general r-by-c contingency tables, and analysis of matched data. If time permits, then these are all candidates for inclusion in further lessons.

Assessment of students’ achievements

To assess the students’ achievements, I would recommend a written exam where some studies and their key results in tabular form are presented to the students, who are then asked to comment and conclude, possibly by doing some computations based on the tables. The latter would be appropriate, especially if computer access at the exam is possible. Otherwise, key results may be given with the tables for comments.
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Introduction to teaching a first course in epidemiologic principles and methods

The first course in epidemiologic methods occasionally serves as the introduction to epidemiology for a student but more typically is preceded by a more general introductory course. Nevertheless, students taking their first course in epidemiologic methods are still green when it comes to first-hand experience with epidemiologic research. More so than courses in language, music appreciation, or mathematics, few students in a first course in epidemiologic methods will have a clear concept of what constitutes the subject matter of the course. Most of them, at best, will have a hazy understanding of the goals of epidemiologic research, and little insight into the principles and methods that they are about to confront. Some will not even have read many, if any, epidemiologic papers; others may have had just enough experience in epidemiology to be dangerous.

Lack of epidemiologic experience poses a barrier to effective learning. People learn more effectively by doing things, under guidance, than by simply listening. Rousing students to action, however, is easier for some topics than for others. When the subject matter is an abstract set of ideas, as is the case for epidemiologic methods, it is difficult to avoid the prototypical lecture scene, a classroom engagement in which the instructor spews abstruse and airy concepts at the audience. This approach can have the same effect as spraying the audience with tear gas: the recipients disperse, enraged at the interaction and hardened in their resolve to cling to their former ideas. It is no easy task, however, to devise an action syllabus to explain concepts such as confounding or non-differential misclassification.

The challenge is to engage the student in activities that breathe life into such abstract concepts. In a chemistry or physics class, laboratory exercises can be
constructed that simulate chemistry or physics research. Unfortunately, conducting or simulating actual research is more difficult for an epidemiology class. Nevertheless, the teacher must try to impart some familiarity with research problems to the students, using laboratories or workshop sessions and exercises to flesh out the abstract ideas.

Some teachers of epidemiologic methods attempt to start students with high-level programming and data analysis even as they flounder in the basic concepts of epidemiologic measurement and study design. Their hope may be that a ‘hands-on’ approach to the daily activities of computer modelling and other high-tech methods will accomplish the goal of spurring students into action by giving them a glimpse of the research goal and a taste for the steps involved in reaching that goal. However laudable the strategy, teaching students to run software programs is no substitute for an ordered elaboration of the principles and methods of epidemiology. Computers are best left out of the teaching, especially in the early stages. All the computation necessary for teaching epidemiologic methods, at least during the first year or so, can be done handily without any computers at all, beyond a scientific calculator.

In this chapter we suggest a sequence of core topics to broach the teaching of epidemiologic principles and methods. They cover the essential principles and the main methods for conducting epidemiologic research. The topics are causation and causal inference, epidemiologic measures, types of epidemiologic studies, principles of good study design, principles of epidemiologic data analysis, stratified analysis, analysis of interaction, multivariable analysis, and analysis of multilevel or continuous exposures. For each topic, we offer suggestions for what ought to be the focus in the classroom.

**Teaching objectives**

Students do not become researchers after a single course, nor is the objective of studying the methods of epidemiology necessarily to transform students into researchers. Many courses pose as the objective in such a course the goal that the student can read and comment intelligently on published studies. This is a reasonable goal. The main obstacle in achieving it is that, after a student has acquired a small amount of exposure to epidemiologic methods, there seems to be no study that can stand up to the criticism that will then be heaped upon it. Finding fault seems easy but obtaining the wisdom to know which errors are serious and which are inconsequential is much more difficult to teach. A sound teaching objective would be to have the students able to discuss and criticize the design of epidemiologic studies in a balanced way and to demonstrate quantitative regard for various sources of error.
Teaching content and format

Causation and causal inference

Many notions of causation abound. It is important in a course that will attempt to teach students how to evaluate causal hypotheses to begin with a common understanding of what a cause is. An approach we favour is to introduce the sufficient/component cause model (Rothman 1976) at the beginning of the course and to rely on it repeatedly as the course proceeds. Though it is far from the only useful construct for understanding causation, this model provides a solid conceptual base and can be related to other causal models (Flanders 2006; VanderWeele and Robins 2007). The sufficient/component cause model helps to explain several important epidemiologic concepts:

1. The causes that we study in epidemiology are components of sufficient causes, not sufficient in themselves. That is why smoking is a cause of lung cancer and yet not every smoker gets lung cancer.

2. Component causes interact with one another to form sufficient causes; this interaction is a biologic interaction, involving causal mechanisms (as opposed to statistical interaction, to be discussed later).

3. Factors that interact with one another in a single causal mechanism can do so even if they act at widely differing times.

4. Induction time is the time that represents the accumulation of other, complementary, component causes; induction time characterizes a cause-effect pair, not the disease alone.

And so forth. These conceptual issues can all be illustrated with causal ‘pies’.

How can students be drawn into this lesson? One can start by recounting how concepts of causation develop in infants and toddlers, by early experience and genetic programming. Having a theory of causation is a useful survival skill, so it is not surprising that some version of causal thinking develops early in life. Nevertheless, most causal thinking is predicated on the notion of a one-to-one correspondence between cause and effect, a notion that the sufficient/component cause model dispels. Notions of cause are rarely taught in classes before the first course in epidemiologic methods, so students will typically still harbour the concepts that derive from their earliest causal thinking. One can show by example how that thinking evolves during early life, and the ways in which our early concepts of causation tend to be naive. The class succeeds by drawing on insights from child development, psychology, evolution, logic, and philosophy, and by demolishing some cherished misconceptions, a process that is often a good motivator. Exercises can include the fabrication of examples of causal mechanisms to illustrate the various teaching points and can be conducted either individually or in groups.
It is also useful to present the philosophy underlying the scientific method, under the heading of ‘causal inference’. The absence of agreement about how causal inference works can be noted, citing sceptics such as Hume and Feyerabend but also highlighting Popper’s emphasis on conjecture and refutation, as he stresses the value of formulating hypotheses that are falsifiable (Rothman et al. 2008). Although many have argued against Popper’s construction of the scientific method (and in Feyerabend’s case against all methods (Feyerabend 1975)), conjecture and refutation brings important value to the scientific process: it encourages the design of studies that illuminate the intersection of competing theories, the point where the theories make differing predictions. Epidemiologic studies that can distinguish between competing theories will accelerate scientific understanding much more rapidly than scattershot approaches that do not tie the studies closely to competing causal mechanisms. Of course, competing theories in epidemiology are often non-causal theories (such as confounding, selection, or information bias) that compete with a causal explanation for an observed finding.

This material may seem dry and can be challenging to teach. In a course on epidemiologic methods, however, a basic introduction to the scientific method is indispensable for a strong orientation. It is most helpful if the principle of choosing among competing theories is re-emphasized along with notions of component causes throughout the course. A useful exercise is to offer examples of competing theories to students and have them propose epidemiologic studies that will refute at least one of the competing theories. One such example concerns the competing theories formulated in the 1970s to explain the reports that use of then new, highly absorbent tampons were a strong risk factor for toxic shock syndrome: one theory suggested that the tampons acted as a culture medium for pathogenic bacteria, which produced the toxin, while a competing theory proposed that the toxin was a chemical manufactured in the new tampons. The key epidemiologic observation is the trend in risk of toxic shock syndrome according to the length of time a tampon was used before a new tampon was inserted. The two competing theories would predict opposite trends, so an epidemiologic study that examined this trend would be able to refute at least one of these theories.

As stated above, it is useful to challenge cherished misconceptions head on. A key misconception that should be addressed early in the course is that epidemiologic studies should enrol study subjects who are representative of broader target populations (Rothman et al. 2013). Many students arrive with the belief that representativeness is essential for generalization. This notion can be challenged in several ways. First, one can emphasize that the concept of statistical generalization, from sample to population, is different from that of...
scientific generalization, which is better described as the process of formulating and testing hypotheses about nature. Second, one can contrast the conduct of survey research to the conduct of laboratory studies on animals. Surveys, which are conducted to take polls, obtain marketing information, or even assess health, do depend on representativeness for inference but their findings are not scientific inferences. Rather, the findings are specific to a single time and place. In contrast, laboratory studies on animals such as hamsters, mice, and rats provide scientific inferences that may apply to human health and disease, despite the fact that the hamsters, mice, and rats in the studies are not even representative of all hamsters, mice, and rats, much less the humans for which the inferences are targeted. Some students will let go of ingrained misconceptions only reluctantly, but, successful or not, spotlighting these misconceptions early in the course will ignite interest in the course material.

Epidemiologic measures
Having dealt with the philosophic building blocks, one can turn to epidemiology itself, beginning with epidemiologic measures. The basic presentation comprises measures of disease frequency and measures of effect. For disease frequency, the crucial distinction is between risk and rate (Morgenstern et al. 1980). The way in which time is handled for both these measures must be understood by students. There should also be a clear idea of the meaning of competing risks. Again, these concepts may seem dry. The teacher needs to liven it up with examples and by engaging students in problems that involve each of the measures. Have students compute the risk of dying for members of a small, fixed population. Show them that the risk is near zero over a short period, climbs with time, and how it reaches 100 percent given enough time. Giving students an exercise in which they calculate rates with a hand tabulation of person-time allows them to go through the task of classifying person-time and events for a set of individuals. Doing so will crystallize the process that underlies an essential epidemiologic concept. As for competing risks, students should be able to explain why a battlefield is not the right spot to conduct a campaign against smoking, and they should be able to explain why risk of death from specific diseases is not a directly observable measure.

The teaching of epidemiologic measures may evoke dreary memories of the fuzzy distinctions from physics classes between force and acceleration or other physical measures that stymied students earlier in their education. Epidemiology teachers face an even greater challenge, because epidemiologic measurements themselves are hard to come by; it is usually easier to measure a force or a mass than to measure the rate of disease. Presenting students with raw data on
individuals and asking them to derive measures from those data will reduce the level of abstraction. Giving them exercises in which the conclusions depend entirely on a correct understanding of epidemiologic measures will engage them even further (Crombie and Tomenson 1981; Hulka et al. 1981; Horwitz et al. 1981; Merletti and Cole 1981).

Types of epidemiologic studies

There are many taxonomies for epidemiologic studies, and classifying some newer study types may add confusion. It is best to opt for simplicity over complexity, emphasizing the main dichotomy, cohort studies versus case-control studies. The prototype for a cohort study is the randomized controlled trial, which is valuable to present both as a paradigm and because it is an important and popular type of study. Nevertheless, one can argue that the conceptual understanding of the case-control study is a greater achievement for epidemiologic methods. Traditionally, case-control studies have been taught as a type of logically inverted cohort study, where the scientist, rather than looking forward from cause to effect, looks backward from effect to cause. A more enlightened view is that a case-control study is a cohort study with an efficiency gain that comes from taking a sample of the denominator experience rather than having to observe the entire denominator experience. The connection between cohort studies and case-control studies can be illuminated by characterizing every case-control study as being nested within a cohort. The definition of the cohort is implied by the definition of the cases in the case-control study; ideally, the controls are sampled from the same people who could have become cases in the study and during the same time that they could have developed the disease. In practice, controls may be sampled from outside this population but the study can, nevertheless, be valid as long as the proxy population gives the same exposure distribution as the actual source population for cases. By emphasizing such parallels between a cohort study and a case-control study, the teacher can provide a conceptual basis for one of the most perplexing design issues, namely, the suitability of a given type of individual as a control in a case-control study.

If cohort studies always measured risks rather than rates, then the corresponding case-control study would be easy enough to comprehend, except for the stumbling block that controls, being sampled from the denominators of the risk measures in a cohort study, would include some individuals who developed disease. The teaching trick here is to make clear that the sampling can be understood as coming from the cohort at the start of its follow-up, when everyone in the cohort was free of disease. Thus, at the time of the sampling, the sampled controls were all free of disease, despite the fact that some of them
may have gone on to become cases. It is essential when presenting these concepts to emphasize that the cases in a case-control study correspond to the numerator of a risk or rate and that the controls correspond to the denominator. In every cohort in which risk is estimated, any case in the numerator of the risk proportion is also represented in the denominator; by analogy, the corresponding case-control study should not aim to exclude future cases from a control series.

Cohort studies often measure rates, however, rather than risks. Then the parallel with case-control studies becomes more difficult to explain, because each control now represents not a sample from a number of people but a sample from an amount of person-time. The teaching issue is the concept of density-based sampling in case-control studies, and the related topic of risk-set sampling. A useful teaching example to think through is a case-control study of the relation of bicycle helmets to head injuries among cyclists (Thompson et al. 1989). The students can be asked to consider what cohort study they would design to evaluate the problem. The question devolves to a consideration of the time at risk, which for helmet-wearing is clearly only the time spent wearing the helmet while riding the bicycle. (Some would restrict the study base even further, to include only the time of an accident, on the theory that a helmet could only prevent an injury during an accident. This restriction, however, ignores the possible effect of a helmet on the risk of an accident, such as by restricting visibility while riding or by emboldening the rider.) In a cohort study one would ideally calculate rates based on time spent cycling with or without helmets. The class can then focus on how to design a case-control study in which controls can be sampled to give an estimate of the distribution of time spent by riders on a bicycle with and without a helmet. The range of possible designs and the inferences that they allow offer considerable insight into the conceptual underpinnings of the case-control study.

**Principles of good study design**

An indispensable theme throughout the course is the theme of measurement. It is lamentable that much of data analysis is devoted to statistical significance testing, which is not measurement at all but flawed decision analysis. To elaborate the principles of study design, one starts from the premise that the aim of the research is to obtain a valid and precise estimate of an epidemiologic measure. The principles of good study design then become synonymous with obtaining an accurate measure. In measurement, and in epidemiologic studies, one aims to reduce both random and systematic error.

Too much emphasis is put on random error, primarily through significance testing in data analysis but also in planning study sizes by performing power
calculations. The usefulness of power calculations is overrated. The most important message is often obscured in discussions of power or study size, which typically imply that studies are either large enough or not large enough. A better concept is simply that larger studies provide more precise measurements than smaller ones, along a continuous curve. Some study designs are more efficient than others but size is usually the main determinant of the amount of information that a study will provide.

The core discussion with respect to the principles of good study design relates to systematic error, or bias. Most texts take the approach of dividing biases into three broad types: selection bias, information bias, and confounding. These are useful distinctions to maintain. Students often exhibit a reasonable intuitive feel for selection bias. Confounding, too, while having its measure of subtlety, can also be readily digested by most students.

A useful example to introduce confounding involves an illustration of a strong effect of birth order on Down's syndrome prevalence, and then a stronger effect for mother's age that accounts entirely for the birth order effect. One then can emphasize that, because mother's age is just a marker for the occurrence of other biological processes that occur while the mother is ageing, it must therefore also be confounded by as yet unidentified factors. This approach presents the research process as a gradual peeling-off of layers, as each apparent effect is explained by another. The lesson is that, while confounding is considered a bias (and therefore something to be avoided or removed), it is also commonplace and to some extent inevitable. Nearly every causal mechanism raises possibilities for confounding that ought to be considered. It may also be useful to present an example of Simpson's paradox, in which confounding is strong enough to reverse the direction of an association (Reintjes et al. 2000; Hernán et al. 2011).

The effects of non-differential misclassification are often the least intuitive of the principles in this section of the course. It is important to emphasize that bias resulting from non-differential misclassification is, if anything, more ubiquitous than confounding, and, like gravity, is always tugging in the same direction, at least for dichotomous exposures. Even inexperienced students can readily name myriad sources of non-differential misclassification. An important one that they might not offer is mis-specification of the induction time in the study hypothesis. Many students might believe that, since most studies do not bother to specify any induction time hypothesis, the study cannot have mis-specified the induction time. The teaching goal here is to lead students to the point where they appreciate that every analysis implicitly rests on some induction time hypothesis, even if it is unstated. To the extent that the hypothesis is wrong, for example, asking about ever-use of aspirin when aspirin affects
disease risk for only twenty-four hours after ingestion, the results can be extremely biased. It is equally important as a teaching goal to help students appreciate that even serious non-differential misclassification cannot explain a strong non-null finding (again, assuming a dichotomous exposure). A good teaching example is the criticism of studies showing a strong relation between spermicides and birth defects; a major criticism was that the underlying data on spermicide use, based on prescriptions rather than on actual use, were a poor proxy for exposure. A clear understanding of the principles of study design should lead the students to understand not only why the criticism is wrong, but why it would have been important if the study had found no effect.

**Principles of epidemiologic data analysis**

A principle that we emphasize strongly in our courses is the preferred use of estimation rather than significance testing. Examples of mistakes stemming from mindless applications of statistical significance testing are legion, and are useful. Although many teachers seem to urge students simply to be 'more careful' in their use of significance testing, we teach that there is no use for statistical significance testing in epidemiologic analysis. It is perfectly possible to write excellent papers, which will be acceptable to the best journals, without a single test of significance or even a single $P$-value. Estimation methods not only convey more information than $P$-values or significance testing, but they also help avoid the pitfalls that come with testing.

Despite emphasis, the key conceptual point is sometimes lost on students. Many defenders of significance testing point out that a confidence interval and a $P$-value have mathematical links, implying some sort of equivalence. True enough: one can use confidence intervals as surrogate tests and thereby lose nearly all the value in having obtained the estimate. The real distinction is in how the estimate is interpreted, which should be quantitatively rather than qualitatively. If a confidence interval is used as a test to assess whether the null value lies within the interval, the interpretation is qualitative. Instead, one can present the confidence interval function as a tool for visualizing a quantitative interpretation for the estimate. With a quantitative interpretation, the exact location of the boundary of the interval or the exact level of confidence does not matter. It may seem less precise to avoid coming to a qualitative conclusion but it is more quantitative than testing because it allows gradations of interpretation rather than all or none (Poole 1987; Lang et al. 1998).

From this point on in the course, as analytic topics are explored more deeply, quantitative interpretations should continue to be emphasized. Typically, it is only with the greatest reluctance that students, especially the more experienced students, overcome their reliance on statistical significance testing. There appears
to be three components to the enduring fondness with which students embrace statistical significance testing:

1. Before one learns anything at all about statistics or science, one hears about results that are 'statistically significant'. The phrase has such an authoritative ring that it must encourage students to covet work that would likewise be 'statistically significant'; it has marketing appeal.

2. Since interpreting data can be hard work, it would seem much easier to rely on labels such as 'statistically significant' or 'not significant'. The reason, of course, is because one is no longer going through the effort to interpret the data, so, of course, it is much easier.

3. Finally, everywhere one turns, including statistics courses, other epidemiology courses, and most published work in the health field, students will see a conventional reliance on statistical significance testing being reinforced.

To swim against the tide with regard to significance testing is not easy and few teachers attempt it. Nevertheless, for those teachers that succeed in delivering this message, it could be the most important advantage that they bestow on the students on their courses. Perhaps the biggest didactic obstacle is the third point in the above list. Many students object to dissonance between courses. It is helpful to stress that there is little reason for different courses to be harmonious when the world at large is not: students must learn to evaluate divergent views on their merits. Students may be shy about challenging the teaching despite lingering objections relating to the list above. To stimulate discussion, it helps to bring up relevant arguments and address them without waiting for the questions to be raised by students.

**Stratified analysis**

After elaborating the basics of calculating point and interval estimates, the core of epidemiologic analytic thinking can be conveyed in a thorough discussion of stratified analysis. It is at this time that one can introduce the concept of 'effect-measure modification'. Stratified analysis is the primary tool (or more accurately, should be the primary tool) for evaluating and controlling confounding, as well as for describing effect-measure modification. These two phenomena are occasionally confused by students, who often ask whether a third variable can be both a confounder and an effect-measure modifier at the same time.

Our approach to stratified analysis is to keep the evaluation and control of confounding as separate as possible from the description of effect-measure modification. To begin with, emphasize that, when confounding occurs, it is the crude effect estimate, obtained without stratification, that is confounded. Stratified analysis to control confounding aims to substitute that crude estimate with
an unconfounded replacement. The Mantel–Haenszel version of a pooled estimate is simple and statistically well behaved and should suffice in a first course on methods as the only pooled estimate to consider. The Mantel–Haenszel estimate becomes a replacement for the crude estimate, and the difference between (or ratio of) the two estimates is a measure of the amount of confounding. A discussion of standardization, which does not require a uniform effect over strata to obtain an unconfounded summary estimate, could and should also be included.

Where does effect-measure modification fit into an analysis? Pooling assumes that the effect parameter is uniform over the strata. If it is not, then the primary interest in the analysis may shift to the description of how the effect changes by level of the stratification variable. In that case the results may be reported separately by each stratum. Doing so precludes a problem from confounding (except within strata) because the crude estimate, which is where the confounding occurs, is not presented. Thus, a stratified analysis typically aims either to evaluate and control confounding or to describe effect-measure modification, but not both. Describing effect-measure modification by giving stratum-specific estimates of an exposure effect dispatches the question of confounding, which does not arise when looking at stratum-specific results.

For analytic issues such as these, data analysis exercises provide excellent reinforcement. These exercises can be carried out with paper, pencil, and calculator. One of the subtle teaching points relates to the ambiguity of effect-measure modification. Typically, one cannot say that age either is or is not an effect modifier (this is the reason to avoid the shorter term ‘effect modification’), because the answer will depend on which measure of effect is under discussion. The ambiguity of effect-measure modification comes from the choice of effect measures with which we can describe an effect. It is critical to explain how there can be effect-measure modification with respect to, say, rate difference but not with respect to rate ratio, or vice versa. Despite the ambiguity, effect-measure modification, unlike confounding, is not something that an investigator can influence. That is why we aim to eliminate confounding (if we have not already prevented it in the study design) but to describe effect-measure modification. With these distinctions carefully drawn, students will be on their way to a clear understanding of how to cope with a stratified analysis. As usual, it is the conceptual approach and not the application of statistical formulas that needs to be emphasized in the teaching.

A straightforward extension of stratified analysis is the analysis of case-control studies in which matching has been employed in subject selection. The major teaching point is simply that an analysis of matched data could be viewed as nothing more than a stratified analysis in which one stratifies by the matching
factors. This lesson tends to get lost now that conditional logistic regression is used routinely to analyse case-control studies with individual matching. Using stratified analysis is an effective way to teach students how matching biases results in case-control studies, by selecting controls according to one or more factors that are related to exposure. Surprisingly, this selection bias can be removed in the analysis. Although it involves no new principle, matching in case-control studies is so counter-intuitive that its teaching is, nevertheless, challenging. A good teaching example is the classic paper by Johnson and Johnson (1972), which presents matched data from which students can calculate effect estimates, as well as data describing the source population from which the matched subjects were drawn. It illustrates nicely the effect of matching.

Analysis of interaction

The evaluation of interaction is complicated by the fact that it is often considered a statistical issue and treated in statistics classes. The treatment is invariably an analysis of departure from some basic model structure, usually by examining product terms in a general linear model. This interaction can be described as statistical interaction, which has the same ambiguity as the related concept of effect-measure modification. As a biologist (an identification worthy of emphasis in an epidemiology course), an epidemiologist ought to be more focused on biologic interaction. This type of interaction corresponds on a basic level to the joint participation of component causes in a causal mechanism (see ‘Causation and causal inference’).

The main teaching point is that biologic interaction, being a description of nature, cannot have the kind of ambiguity that depends on a choice of scale or choice of effect measure. Thus, statistical interaction is scale dependent but biologic interaction is not. One can use the causal pies to derive expressions to evaluate interaction. These expressions show the fundamental role of additivity of effects as a baseline from which interaction should be measured.

Several important teaching points emerge:

1. The usual evaluation of statistical interaction, which examines departures from additivity within a logarithmic model, such as a logistic model, corresponds to evaluating departures from a multiplicative relation. Thus, the usual approach taught in statistics classes does not apply to the evaluation of biologic interaction.

2. Instead, inferences should be tied to departures from additivity of effects, additivity being the relation (with some qualifications) that one would expect for biologically independent causes. With proper handling, logistic models and other models that involve logarithmic transformations can yield straightforward evaluations of interaction based on departures from additivity of effects.
3. Statisticians have sometimes argued that both ‘additivity’ and ‘multiplicativity’ are reasonable models, each with its areas of application: for example, in multistage models, factors acting at different stages would be expected to have a multiplicative relation (Siemiatycki and Thomas 1981). The flaw in the argument is that, in the evaluation of interaction, additivity is not used as a model to describe what occurs but instead is used as a definition of independence from which interactive effects are measured. In the multistage model, although a multiplicative relation is expected for factors acting at distinct stages, it is the departure from the additivity of these effects that we use to measure the interaction.

4. In stratified analysis of ratio measures of effect that rely on pooling, one assumes that the ratio is constant over strata. This assumption is equivalent to assuming a multiplicative relation between the exposure and the stratification variable. Thus, the assumption underlying a pooled analysis is one of interaction between the exposure and the stratification variable. The key concept to grasp in the evaluation of interaction is the importance of using a common referent category for all effect estimates, defined on the basis of joint combinations of the two exposure categories. This concept can be taught effectively using examples of stratified data. The trend towards conducting multivariate analyses in lieu of stratification has often obscured the problems of an interaction evaluation.

In theory, as more is learnt about causes of disease, there will be a greater emphasis on learning about interactions. In practice, this theory seems to have been borne out, as more interaction evaluations see the light of day. No doubt we can look forward to learning about many gene–environment interactions in years to come. Nevertheless, a precise evaluation of interaction requires so much more data than an evaluation of a single effect that most interaction evaluations are doomed to remain uninformative. As a result, good teaching examples are hard to find.

**Multivariable analysis**

Because students will face entire courses on multivariable analysis, it is useful to offer some counterweight. Multivariable analysis is helpful to achieve various analytic ends but its problems are often underestimated. Furthermore, there are multiple purposes for multivariable modelling, and the methods for model construction and inference differ depending on the purpose. These issues are glossed over surprisingly often in courses that deal with multivariable modelling.

To balance these influences, one should emphasize the importance of conducting stratified analysis as a primary analysis. Even in the face of many confounders, the inferences drawn from a well-conducted stratified analysis will
seldom be modified by a multivariable analysis. The approach to multivariable analysis is conceptually similar to that of stratified analysis, from the evaluation of confounding to the evaluation of interaction. Teachers should convey caution with respect to multivariable models, which have more pitfalls than stratified analysis but have become fashionable, presumably because the technology allows such analyses to be conducted more readily.

Many teachers employ computer labs and give students datasets to conduct logistic regression analyses, or Poisson regression or other multivariable modelling exercises. We suggest that the epidemiology teacher leave these computer labs to the statistics courses and place the emphasis instead on pencil-and-paper analyses of simple stratified data. The power of thought is much more potent an analytic tool than the power of computation.

**Analysis of multilevel or continuous exposures**

The evaluation of trend in epidemiologic data analysis is an analytic area that has been extremely weak. For decades, the only trend evaluation in a typical paper has been a declaration about the presence or absence of a ‘statistically significant’ trend. This reversion to qualitative thinking occurs even in papers that were much more careful to quantify effects in the analyses based on dichotomized exposures.

The main teaching point is to maintain the quantitative outlook in the evaluation of trend. One approach is simply to estimate trend rather than to evaluate it by significance tests. Reporting slope coefficients can accomplish this goal. The drawback of this approach is that the shape of the trend curve is determined by the parametric form of the statistical model used. Therefore, it is worth considering less restrictive alternatives. These alternatives are typically graphical presentations, such as spline regression or other smoothing methods that depict trend curves that follow the pattern of the actual data points, rather than a fully parametric model (Greenland 1995). These messages are easily conveyed by appropriate illustrations and some teaching examples.

**Conclusion**

The above discussion is merely an outline of the main teaching points and methods for a first course in epidemiologic methods. The choice and construction of the exercises and teaching examples, as well as choices about specific didactic methods, such as seminars, laboratories or workshop sessions, class discussions, and so forth, will bear heavily on the success or failure of the course. We hope that these suggestions serve to point the teacher who faces this daunting task in a promising direction.
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Part 2

Exposure-oriented epidemiology
Chapter 6

Questionnaires in epidemiology

Jakob Bue Bjørner

Introduction to questionnaires in epidemiology

Use of questionnaires is an essential epidemiological tool. Epidemiological findings are often based on responses to questionnaires, which are used extensively for collecting information on exposures, outcomes, modifiers, mediators, and confounders. In such studies high quality questionnaire data are a prerequisite for drawing valid conclusions. Questionnaires should be designed and used so that they are acceptable to all participants, the response rates are high, and the responses have maximal validity (absence of systematic error/information bias) and reliability (minimal random error).

The design and use of questionnaires requires language skills (e.g. in writing questions that are easy to understand and unambiguously phrased) and some theory (e.g. a basic understanding of the cognitive processes of a person who responds to questionnaire items). Teaching must therefore combine practical training and theoretical topics. I recommend providing an initial broad overview of the topics pertaining to questionnaires in order to provide background and perspective, and thereafter giving a step-by-step introduction to each of the practical tasks of questionnaire development, validation, and use.

Question writing is particularly suited for practical training during a course. Students should first be shown examples of good and poor questionnaires (see ‘Sources for standard questionnaires’). They should then write a short questionnaire (on simple issues like smoking, visits to the GP, etc.) and they should comment on each other’s drafts.

Students should exercise their question-writing skills in order to experience how difficult it is to ask good questions and to learn to recognize good questions. However, it is very important that they do not reinvent the wheel. Standard questions and standard questionnaires should be used whenever possible but only after pilot testing in the study population in question. Validity and reliability are not fixed properties of a questionnaire but depend on the match between the questionnaire, the study purpose, and the respondent. Students should recognize that questionnaires used for self-administration need to be simpler than questionnaires used in an interview. As a principle, questionnaires for self-administration
need to be short and without complicated branching. They must be easy to fill out and appear well designed, with a professional finish.

**Teaching objectives**

1. Students should know the basics of questionnaire design (specifying a variable list, writing questions, designing response choices, and planning the coding of the answers), and they should be able to apply these principles in writing simple questionnaires on their own. They should be aware of the need for testing and revising the questionnaire several times.

2. Students should know the main data collecting methods that use questionnaires (e.g. postal surveys, phone interviews, face-to-face interviews, computer- or internet-based surveys, surveys by tablets, or cell phones), they should be able to evaluate the strengths and weaknesses of each data collection method for a particular study, and they should be able to design the questionnaire taking the chosen data collection method into account.

3. The students should know important sources for standard questionnaires and be able to perform an effective search for standard questionnaires for a given research topic.

4. Students should know basic approaches to pilot testing a questionnaire and be able to perform such a pilot test.

5. Students should know how questionnaire data are to be processed (e.g. coding, keypunching, data cleaning) and be able to design the questionnaire and the data collection to enable data processing.

6. The students should be aware that cross-cultural issues may play a role in questionnaire administration and data interpretation.

7. Finally, students need an understanding of basic psychometric concepts (e.g. reliability, validity, discrimination, sensitivity, and specificity) and how such measurement properties may be affected by questionnaire design and by study design (e.g. differential recall bias in case-control studies).

Students should also realize that designing questionnaires covering new grounds is a job that requires experience and skills that goes beyond what they learn in a single course. Besides using validated questionnaires as much as possible they should also seek professional advice.

**Teaching contents**

**Overview**

Initially, examples of questionnaires could be given to illustrate different formats of questionnaires, show examples of good questionnaires, define the concept of
an item (a question and its response options), and introduce the different data collection methods that make use of questionnaires (e.g. paper-and-pencil survey, personal interviews, phone interviews, computerized surveys). Examples of questionnaires could come from well-known epidemiological studies or from other work with which the teacher is familiar. Some sources of general surveys are the Division of Cancer Epidemiology and Genetics of the US National Cancer Institute (<http://dceg.cancer.gov/tools/design/questionnaires/>) and the Epidemiology Branch of the National Institute of Environmental Health Services (<http://www.niehs.nih.gov/research/atniehs/labs/epi/questionnaires/>). Further, a variety of sources exists for questionnaires about health status (Bowling 2001, 2004; McDowell 2006; Ware et al. 2007). The latter source (the manual of the SF-36 questionnaire (Ware et al. 2007)) also illustrates how the same items can be changed in layout to suit different data collection methods. A famous example of an unfortunate design of a question is provided in Figs. 6.1 and 6.2.

A general introduction to the methods of questionnaire research could cover the following topics: questionnaire design and the properties of high quality questionnaires, methods of data collection, important sources of random and

---

**Fig. 6.1** The butterfly ballot used in Palm Beach County, Florida, for the 2000 US presidential election. The two-column layout represents a potentially confusing design (Sinclair et al. 2000). Voters who read both columns of the ballot will generally be able to identify the correct hole to punch. However, voters who only read until they find their preferred candidate may select the wrong hole.

systematic error (and the concepts of reliability and validity), data processing, and issues in data analysis.

**Properties of good questionnaires**

The fields of questionnaire research and psychometrics use a bewildering number of terms to describe the properties of good questionnaires. Although students need to know this terminology, it is best to focus on the relations between a moderate number of well-defined concepts that are introduced gradually (see Ware et al. 2007) for short definitions of psychometric concepts). Basically, the concepts deal with general measurement properties: that you measure what you intend to measure and that your measuring instrument is as independent as possible of the situation in which it is used. The initial discussion should focus on criteria that can be evaluated by looking at the questionnaire. The concept of *content validity* could be introduced with a discussion of whether the content of the items in a questionnaire match the variables we want to measure. Further, standard criteria for good item writing should be discussed. The items should be (Stone 1993; Streiner and Norman 2003)

1. appropriate for the group to be studied;
2. intelligible (this implies using a reading level that all respondents can understand, avoiding double negatives, using common language, and avoiding jargon).
3. concerned with only one topic for each item;
4. unambiguous (i.e. the researcher and all the respondents should understand the questions the same way regardless of their age, sex ethnic, or social background);
5. without value-laden words;
6. omnicompetent (i.e. capable of coping with all possible experiences of the respondents regarding the topic) and, when closed-form response choices are used, the response choices should be mutually exclusive and exhaustive. The respondent should always be able to find an appropriate answer (options like ‘don’t know’ and ‘not relevant’ have their (limited) use); and
7. questionnaires aimed at administration by paper-and-pencil, computer, internet, PDA, tablet, or smartphone should have appropriate visual design (large enough fonts, simple and not too compact visual form, a professional and serious appearance, and response options placed either all horizontally or all vertically).

**Questionnaire design**

The process of designing a questionnaire could be taught in a step-by-step manner. Item development should be guided by a variable list, which should be kept as short as possible by excluding the items for which no clear use in the data analysis is foreseen. It should be emphasized that the reuse of relevant items from previous studies is preferable to developing items anew but in some cases writing new items is necessary.

General survey research distinguishes between measurement of attitudes and measurement of behaviour (see e.g. Sudman and Bradburn 1982). In epidemiology, attitudes are all the things that can only be assessed through information from the respondent (symptoms, self-rated health, personality traits, etc.), while behaviour could also be assessed by somebody else (number of cigarettes smoked, occupational exposures, etc.). The distinction has implications for the ways the question can be phrased, the possible response options, and the methods that can be used to evaluate the validity of the answers.

Although the response options are an integral part of the item, the topic warrants special discussion. For questions about quantities, the researcher can choose to have the respondent write the specific number or amount (e.g. *When were you born? (Date/Month/Year) __/__/__*) or offer a limited number of response choices. Although there is an advantage in getting as high precision as possible (information can always be collapsed in the analysis but not expanded), it is not advisable to require the respondent to provide greater precision than he is capable of. If this is done, the respondent will make his own guess, since there is a tendency to respond even if the answer is unknown. Such guessing produces
an unknown source of measurement error. For some pieces of information, when exact quantification is difficult, it is far easier for the respondent to choose among a limited number of response options. For the ‘behaviour’ type of items, typical response options are confirmation (yes/no), nominal categories (e.g. different types of jobs), amount, time, or frequency. For the ‘attitude’ kind of items, additional response types are true/false (e.g. with four categories: definitely true, mostly true, mostly false, and definitely false), agree/disagree, evaluation (e.g. in excellent health/in poor health, and to a large extent/to a little extent). For yes/no and true/false type questions, double negatives between the question and the response options should be avoided, since this often leads to confusion. This implies phrasing the question without negatives.

Another important issue is the order of items. Start with neutral questions and place sensitive questions at the end of the questionnaire. If the questionnaire has global questions (e.g. How would you rate your health in general?) and very specific questions (e.g. How much pain in your right shoulder have you had during the past four weeks?) about the same topic, it is advisable to put the global questions first, in order to avoid framing effects (undue influence of the specific items on the global items).

Finally, teaching should address how to best enable the coding of responses and the data processing.

A number of papers and text books have dealt with questionnaire design; from papers in medical journals (Stone 1993) to short textbooks (Converse and Presser 1986; Kelsey et al. 1996) and elaborate textbooks (Tourangeau et al. 2000; Streiner and Norman 2003; Dillman 2007). I recommend the short paper by Stone (1993), and this paper could be supplemented by one or more of the textbooks, depending of the length of the course. A useful comparison of advantages and disadvantages in using paper-and-pencil questionnaires, internet data collection, and interviews is given in the book by White et al. (2008).

At this point, it is helpful to introduce an individual exercise in item writing to be discussed thereafter in small groups. Here, as in all situations where students criticize each other’s work, it is helpful to lay out some ground rules, emphasizing that criticism should always be constructive and include suggestions for improvement.

**Sources for standard questionnaires**

Since the use of standardized items should be strongly encouraged (Olsen 1998; Rosen and Olsen 2006), it is important to locate sources for items. For the measurement of health status (e.g. symptoms of disease), handbooks incorporating a large number of questionnaires are available (Bowling 2001, 2004; McDowell 2006), but often the search is less straightforward. A typical strategy is to locate
the most important studies for the given topic and then contact the authors. Some online sources are available (see ‘Overview’). Most standard questionnaires are free to use but some are restricted.

**Cognitive and linguistic research on questionnaires**

During the last thirty years, psychologists have studied the cognitive processes in answering questionnaires. Items in a questionnaire are not simply answered by retrieving the relevant information from memory. More complex processes are involved, such as question interpretation, retrieval of partial information from memory, and construction of answers based on inference from this partial information (Bradburn et al. 1987; Tourangeau et al. 2000). During this process the present situation affects what is being ‘remembered’ about the past, which is one reason for recall bias. In a study of the risk of spontaneous abortion among hospital personnel, researchers compared questionnaire data and hospital records and showed that among women exposed to anaesthetic gases, 100 per cent of all miscarriages were reported, while among unexposed women only 70 per cent of all miscarriages were reported (Axelsson and Rylander 1982; see also Hennekens and Buring 1987).

Some results from cognitive research have direct rule-of-thumb implications for item writing (see e.g. Bradburn et al. 1987 and Converse et al. 1986) and suggest new methods for pilot testing (Jobe and Mingay 1990; Collins 2003; Jobe 2003; see below).

**Pretesting and pilot testing of questionnaires**

It is important to stress that questionnaire development involves extensive testing and revisions. The first rounds of testing should be performed by the researcher himself, by colleagues, and by supervisors. When the researcher considers the questionnaire to be without obvious flaws, the time has come for real pilot testing (Converse et al. 1986; DeMaio and Rothgeb 1996; Collins 2003). A simple scheme is to have respondents answer the questionnaire and then interview them about the answering process: were the questions appropriate, were they understandable, and was the questionnaire too long? The understanding of a sample of items should be checked and for a few items one should ask directly about the reasons for giving the specific answer (e.g. *What went through your head when you saw that question?* or *When you gave this answer, what did you think of?*). Although such interviews provide important knowledge, results and statements should be interpreted cautiously. Respondents can be fairly uncritical (Converse et al. 1986) and the items preferred by the respondents are not always the items that gives the most correct and useful information (Bradburn et al. 1987).
More elaborate techniques involve, for example, think-aloud sessions where the respondent verbalizes his/her thought process (Jobe and Mingay 1990; DeMaio and Rothgeb 1996; Collins 2003; Jobe 2003).

At this point, the students could try to conduct interviews or think-aloud sessions in small groups.

If a sufficient number of people have answered the questionnaire during pilot testing, preliminary quantitative studies can be performed. Such analyses should focus on the magnitude of non-response, on items where all (or nearly all) responses are in one category (indicating that the response options are not targeted at the population of interest), and on obvious response errors.

**Data collection**

Students should learn about the main methods of data collection (postal surveys, phone interviews, face-to-face interviews, computer and internet surveys), the advantages and disadvantages of each method, and the implications of the data collection method for questionnaire design (for good reviews see Dillman 2007 and Kelsey et al. 1996).

General rules for conducting structured interviews should be outlined. The ways to conduct follow-up to enhance response rates should be discussed as well as the problems related to non-responders and non-responses for part of the questionnaire. Discuss also the possibilities of characterizing non-responders on a few important variables in order to evaluate the likely effects of non-response. When the data collection involves collaboration with others (e.g. in distributing questionnaires), it is important to stress mutual interest and respect are essential for the success of the study.

**Data processing**

Data processing involves the coding of responses, keypunching or scanning, quality control, and data cleaning. It is important to discuss principles for coding (see e.g. Ware et al. 2007). It should be emphasized that the coding strategy must be established before data are collected.

When conducting phone interviews or computerized assessment, data processing may be performed simultaneously using computer programs with pre-programmed data entry screens and built-in quality controls (e.g. out of range responses not allowed). If response codes are keypunched from coded questionnaires directly into ASCII files, it is advisable to conduct the keypunching twice and recheck all cases of discrepancy.

At this point, the students should carry out short exercises in data processing.
Cross-cultural issues

Cross-cultural issues are of increasing importance in questionnaire research. Most standard questionnaires have been written in English, and the questionnaire has to be translated and adapted when used for respondents with other native languages. A number of steps have to be taken to ensure comparability between the different versions if results are to be generalized across countries (see Guillemin et al. 1993; Bullinger et al. 1998). In general, questions should be phrased in the respondents’ native language, and interviewers should never be asked to translate from a questionnaire written for a different language.

Students at the postgraduate level should have some knowledge of basic methods for testing cross-language equivalence: independent ratings, forwards-backwards translation, and psychometric methods (see ‘Basic psychometric concepts’). It should be stressed that sometimes institutional or cultural differences can make it impossible to construct questionnaires that are exactly equivalent (e.g. different ways of organizing the educational system makes it difficult to compare education across some countries, pregnancy planning may mean something different in different cultures, and words like ‘wheezing’, for example, do not exist in all languages).

Basic psychometric concepts

The field of psychometrics is complex and I recommend starting with simple concepts and using examples. Initially, issues like data completeness (low frequency of non-response to each item), item discrimination, and floor and ceiling effects should be discussed (see e.g. Streiner and Norman 2003; Ware et al. 2007).

Psychometric analysis distinguishes between random measurement error and systematic (non-random) measurement error. The term ‘latent variable’ is used for the measurement we would have achieved if we had been able to measure without error at all (‘true measure’). For measures that are on a continuous scale (or can at least take a large number of ordered values) and where the latent variable is also conceptualized as continuous, random measurement error is described through the concept of reliability, the proportion of the observed score variance that is explained by the latent variable. Thus, high reliability means low random measurement error. The concept of validity is used to characterize lack of systematic measurement error.

A common way to deal with random measurement error and floor and ceiling problems of individual items is to ask several questions about the same topic
and combine the answers to these questions (e.g. by taking the average of the item responses or using the simple sum of item responses). Such combination of items into a scale assumes unidimensionality, that is, that all items measure the same thing. The appropriateness of such scale construction is tested through latent structure analysis by using methods like factor analysis, structural equation modelling (Muthén and Muthén 2004; Skrondal and Rabe-Hesketh 2004), item-response analysis (van der Linden and Hambleton 1997; Edelen and Reeve 2007), and latent class analysis. While these techniques go beyond standard introduction to questionnaires, a few basic concepts and problems may be mentioned. One such issue is the importance of distinguishing between effect indicator models and cause indicator models (Bollen and Lennox 1991). Latent structure analysis has been developed in areas where the items are naturally conceptualized as effects of a latent cause (like intelligence, anxiety, and depression). However, in many areas of epidemiology, the items must be seen as causes of concept assessed by a composite scale (e.g. major life events are combined to a scale not because of their common cause but because they are expected to lead to the same effects). While the effect indicator model can be analysed by straightforward application of latent structure analysis (and the reliability can be assessed with techniques like Cronbach’s alpha), standard application of these techniques is wrong when the items are causal indicators (Bollen and Lennox 1991).

Another issue in latent structure analysis is to use techniques that respect the measurement level of the observed variables. While questionnaires often use ordinal response scales with two to seven levels, the so-called classical psychometrical methods (Carmines and Zeller 1979) assumes that the observed variables are continuous. However, if the items are skewed or have few response categories, treating them as continuous may cause errors. In such situations item-response theory methodology (Edelen and Reeve 2007; van der Linden and Hambleton 1997) or structural equation modelling of categorical data (Muthén and Muthén 2004; Skrondal and Rabe-Hesketh 2004) should be used.

Over the past few years, epidemiology has witnessed an increased interest in analysis of measurement error through graphical models (Hernán and Cole 2009; le Cessie et al. 2012; VanderWeele and Hernán 2012) and in statistical methods for correction of measurement error (Rosner et al. 1990; Cole et al. 2006; Messer and Natarajan 2008). While these techniques can be described at postgraduate level, it is important to emphasize that they rely on strong assumption about the measurement error model. Reduction of measurement error—through the best possible questionnaire as well as by other aspects of study design—is more important than statistical corrections.
Teaching method and format

I suggest that undergraduate students are taught the basic principles in at least two lectures. At the postgraduate level, for example, in PhD courses, it is our experience that much more time should be spent on the topic. A one- to two-day course is the minimum, and students who work with measuring latent concepts need at least a one-week course.

For a relatively short course (two to four lectures), classroom teaching with some individual and group exercises is preferable. For a longer course, students could be assigned to do a small questionnaire study in groups of three to five persons. Such a study should take them through all the steps of variable list construction, reviews of existing questionnaires, questionnaire design, and data collection, processing, analysis, and presentation.

Assessing students’ achievement

Since the questionnaire topic requires both practical skills and theoretical knowledge, students are best assessed through a combination of item writing and examination.
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Introduction to environmental epidemiology

Environment epidemiology in this chapter is taken to mean the study of associations between exposure to chemical and physical factors in the general environment and risks of disease or ill health. There is strong and increasing interest in this, as recently evidenced by the quality and size of the 2013 Society for Environmental Epidemiology conference. We currently face a number of environmental health issues which will depend on epidemiology for their resolution (e.g. air pollution, noise, hormone disruptors, allergy). Global warming and climate changes create new challenges for environmental epidemiology. Interest is also fuelled by the fact that considerable advancements currently are being made in many of the areas in environmental epidemiology. One reason for this is that many well-planned, long-term prospective studies have started to yield results. Several of those have applied modern molecular techniques to facilitate the study of interactions between genes and environmental factors and thereby making it possible to identify sensitive subpopulations on which environmental factors may have a particularly strong effect. In many instances these findings have also contributed to the elucidation of mechanisms behind environmental health effects.

The general principles of environmental epidemiology are of course no different from the principles of other branches of epidemiology. Yet, teaching environmental epidemiology may require certain considerations, besides the obvious, that examples should be taken from the environmental area. All applied areas of epidemiology require joint understanding of both epidemiology and the key features of the subject matter area, and epidemiology is only one of the scientific disciplines that provide data for environmental health research. Thus, many of those who study environmental epidemiology do not have a primary background in epidemiology but rather in other areas of relevance to environmental health, such as toxicology, biochemistry, or engineering and of course medicine.

From the teaching perspective it may be a good idea to consider that someone with a basic training in an experimental science may feel uncomfortable about the
observational nature of most epidemiology. This may affect the very basic issue of assessing causality. It is not uncommon that students think of epidemiology as simply providing statistical associations and that experimental research is required to unveil mechanisms and prove causality. It is therefore essential to have a comprehensive discussion of the meaning of causality and of the principles of evaluating causality. That discussion will include the need to combine epidemiologic data with biological plausibility and experimental data. It is still common that people without basic epidemiology training refer to the Hill criteria (Hill 1965) as the key reference for evaluating causality. While the Hill criteria were revolutionary when they were published and still make sense in many ways, they are outdated in other respects, and most current textbooks have updated and more comprehensive and systematic discussions about principles for evaluation of causality.

The evaluation of confounding is related to this topic because confounding may appear as the main alternative to causality to someone used to randomization. Confounding may be defined as the presence of a baseline difference in risk between exposed and unexposed subjects that exists regardless of whether the exposure has an effect on risk. For confounding to occur, two associations must be in place simultaneously, namely, between the confounder and the disease and between the confounder and the exposure. It is important to point out for students that, in order to assess the possibility that an observed association is due to confounding rather than to causation, one must keep the magnitude of the associations in mind. The magnitude of a confounding effect depends on the strength of the two involved associations. It has been shown that, for a confounder to have a noteworthy effect, both the involved associations must be strong. Generally, one cannot expect confounding to create a relative risk exceeding, say, 1.5 or 2.0 and, even so, both associations would have to be quite strong. This is rather useful information for students to possess.

The epidemiologist’s approach to exposure assessment may also be alien to an experimental scientist because it may appear to lack precision for someone used to administering internal doses of radiation or a chemical substance to cell cultures. While the epidemiologist certainly appreciates and demands valid exposure assessment, there are levels of detail and precision that an epidemiologic study cannot take advantage of, while other aspects such as the actual time period and duration of exposure to study subjects may be crucial. It may be useful for the teacher to use the triad of true dose/exposure, operational/practical definition of exposure, and measurement of exposure. The teacher could then go on and explain that the exposure measurements that are used in any study, epidemiologic or experimental, are proxies or estimations of the true dose/exposure.

A related topic that needs to be discussed is that levels of exposure to environmental agents often are low, for example, compared to levels that may occur
in occupational settings. The implication is not that environmental factors are less important, because the number of exposed people may still be large. However, health effects may be difficult to observe, and this requires special attention in the design of studies. One crucial aspect is accuracy in measurement of exposure, as discussed above. Another is the possibility to study particularly sensitive groups of people, as also discussed above. Study size is of course also important, because causality may be more difficult to separate from random variability in situations with weak effects.

‘Cocktail exposures’ or ‘cocktail effects’ are often mentioned in environmental health sciences. This refers to the possibility that a plenitude of exposures may occur simultaneously and that the combination of exposures could be particularly hazardous. From the teaching point of view this leads into a discussion of whether the ingredients in the cocktail have independent effects on health that are just added when exposed to the cocktail, or if the ingredients interact and amplify each other’s effects. A discussion of interaction between causes of disease is required to clarify this.

A rather different, yet important, aspect to keep in mind when teaching environmental epidemiology is that decision-makers in various capacities need information about environmental health risks. Their needs are somewhat different from the scientists and it will not be sufficient to address issues of causality to satisfy the decision-makers. They need quantitative data on magnitudes of risks and on the potential public health impact. Thus, they demand information about the risk function, that is, the magnitude of the risk for different levels of exposure and for defined subgroups of the population. They will also require data on exposure distribution in the population, which perhaps is not the epidemiologists’ task. However, the decision-makers need the epidemiologist to combine data into an assessment of the potential impact of an exposure to public health in order to inform about mitigation strategies.

It was mentioned previously that all applied epidemiology needs a combination of epidemiologic methods and subject matter knowledge. It is possible that students in courses in environmental epidemiology often come not from epidemiology but from some other discipline of relevance to environmental health science. Some of the comments above are directed towards teaching needs that might arise from this. There is also the reversed situation, namely, that students with training in epidemiologic methods and no particular background in, for example, toxicology, biochemistry, or engineering take a course in environmental epidemiology. The question then arises as to what extent the course should include such elements. If the course is included in a wider teaching programme, it is natural for the programme to include a course that provides training in these and other topics that are needed for students who come,
for example, from a statistical or social science background. If the course in environmental epidemiology is a stand-alone one, it is still preferable if time could be spent on a review of the nature of data that experimental sciences can provide and what they can and cannot tell us.

The most important and difficult part to teach in a course in environmental epidemiology is perhaps how human data from epidemiologic studies are pooled with mechanistic data from experimental studies. Epidemiologic results that are not backed up by biological plausibility or findings from experimental research are difficult to interpret and will normally not lead to far-reaching conclusions. The same holds for toxicological results without corresponding findings from epidemiologic research. Both those situations will result in uncertain health risk assessments and will sometimes result in conclusions such as 'exposure to X could increase the risk of disease Y'. This leaves the room wide open for interpretation and often results in controversies and situations that are complex for society to handle.

The ideal situation is when there is comprehensive data from both epidemiologic and experimental research that point in the same direction. Overall conclusions are easy in those situations. If experimental data indicates that a mechanism exists by which exposure X can lead to disease Y and at the same time epidemiologic research finds such an association, the overall assessment is straightforward. The same holds of course when both research areas fail to find links between the exposure and the disease. It is more difficult when research findings are inconsistent.

It may seem obvious, but it is still worth stressing that, in research aimed at clarifying the association between an environmental factor and a disease risk in humans, epidemiologic data address this directly and are therefore of highest relevance. A justification for this and a principle for how this is applied may be found in the preamble of any of the International Agency for Research on Cancer monographs (International Agency for Research on Cancer 2014) on the evaluation of carcinogenic risks to humans. From in vivo and in vitro studies a generalization will always have to be made to the human situation and so external validity is always an issue. On the other hand, it is usually easier to achieve a higher internal validity in the experimental setting than in an observational epidemiologic study.

**Teaching objectives**

After the course the students should

1. have a good understanding of basic principles and practice in epidemiologic research;
2. have a good understanding of some methodological issues of particular relevance to environmental epidemiology;

3. appreciate the importance of pooling data from various branches of science when making health risk assessments and in particular to appreciate the role of epidemiologic data; and

4. appreciate what kind of quantitative data decision-makers need.

Teaching contents

Basic principles and practice of epidemiology

It would be ideal if students in a course on environmental epidemiology could come with a strong background in basic epidemiology. However, in practice this has turned out not always to be the case. Even when students have this background, they may be used to different concepts and principles. Therefore, some time in a course on environmental epidemiology should be spent on basic epidemiologic principles. The exception is when this course is part of a wider programme that also includes introductory courses that can be requested for admission. This introductory part of the course has probably a standard layout for a general course in epidemiology but with examples taken from the field of environment and health. Particular emphasis should be given to the concept of causality and principles for evaluating causality.

Introduction to toxicology and other experimental data

This section should provide a brief introduction to the nature of information that toxicology and some other relevant disciplines provide.

Issues of particular relevance to environmental epidemiology

The topics and study designs in environmental epidemiology cover a wide range and it is not obvious which special methodological issues should be given priority in a course. Still, there are a few issues worth special attention. This should of course be adjusted if students have interest in a particular issue or if some important study just appears that has used some special features. Topics to cover include the fact that many environmental health effects often are weak and that this requires some special attention, the fact that there is a limit to how strong effects that confounding can generate, the requirements on exposure assessment in environmental epidemiology, and the possibility of taking advantage of modern molecular biology to identify sensitive groups. The section should also have a review of the methods used to supply decision-makers with
the quantitative data required. The course could also include more specialized designs such as time trends to look at acute effects in relation to variation over time in exposure. Another common method in environmental epidemiology is the use of geographical information systems, with data on exposure or markers of exposure. Occasionally, cross-sectional studies with simultaneously collected data on exposure and health are used and it would be reasonable to discuss the difficulties attached to this approach.

**Overall health risk assessment**

The final session is devoted to the overall health risk assessment, in which data are evaluated and combined.

**Comments**

The basic principles of environmental epidemiology are of course no different than those in other branches of epidemiology. This chapter underscores some of the principles that may be of particular interest when teaching epidemiology to an audience with a background other than epidemiology. In particular the discussion has focused on some of the consequences that arise from the observational rather than experimental nature of most epidemiologic research. Other important aspects are the (sometimes) weak effects of environmental risk factors that create particular difficulties for environmental epidemiologists. The prevalence of environmental exposures may sometimes be low but there are also instances with ubiquitous exposure. Both situations create challenges for the epidemiologist. The rapidly evolving field of molecular biology will increasingly provide new tools such as biomarkers and markers for individual susceptibility and it will be essential to incorporate these into study designs. The most important characteristic for environmental epidemiology is perhaps the need for good collaboration with experts in related areas, often for the purpose of exposure characterization but of course also for mechanistic understanding and the formulation of hypotheses.

**Teaching method and format**

The teaching format I prefer is a combination of lectures, exercises, and case studies. Each topic would first be presented in a lecture. It would then be followed up with simple exercises. These are performed individually and reviewed in class at the next lecture. Each topic is also followed up with a case study, preferably in the form of a published article that is used to illustrate a particular topic. The students read the paper for themselves, together with specific questions related to the paper. They then discuss the questions in small groups and, finally, in a plenary.
Assessing students’ achievements

The method for evaluation of students depends on whether the course is taken for credit or not. It also depends on the length of the course, because one does not want to use too large a proportion of the time for the test. One should try to integrate the evaluation in the teaching and my preference is a series of quizzes. They may take only fifteen minutes to do in class. Discussion of the quizzes afterwards may be an instructive way of reviewing certain topics.
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Chapter 8

Occupational epidemiology

Neil Pearce

**Introduction to occupational epidemiology**

Occupational epidemiology is the study of the distribution and causes of illness and injury that result from hazardous workplace exposures (Checkoway et al. 2004). Concerns about adverse health consequences of occupational exposures date back to Hippocrates’ warnings to physicians to explore patients’ environmental lifestyle and vocational backgrounds. In 1700 the Italian physician Ramazzini described numerous occupational diseases such as silicosis among stonemasons, ocular disorders among glass blowers, and neurological toxicity among tradesmen exposed to mercury. Other early descriptions of occupational diseases reported pneumoconiosis among miners of gold and silver in Germany and the former Czechoslovakia, and the identification of soot as the cause of scrotal cancer in London chimney sweeps by Percival Pott in 1775 (Checkoway et al. 2004).

More recent examples include the recognition of asbestos-associated disease including asbestosis, lung cancer, and mesothelioma, as well as papers reporting associations of industrial solvents with Alzheimer’s disease (Axelson 1995; Kukull et al. 1995), various metals (Gorrell et al. 1997) and pesticides with Parkinson’s disease (Seidler et al. 1996; Liou et al. 1997), man-made mineral fibres with lung cancer (Boffetta et al. 1999), and polycyclic aromatic hydrocarbons with lung and bladder cancers among workers in coke ovens, aluminium smelters, and metal foundries (Boffetta et al. 1997).

Until recently, most occupational epidemiology studies have been conducted in Western countries. However, the number of workers in industries involving a risk of cancer and other occupational diseases is increasing in developing countries, partly as a result of the transfer of these industries from industrialized countries (Pearce and Matos 1994). Thus, it is increasingly important to take a global view of occupational disease, just as for health more generally (Pearce 2004). Occupational health is becoming more, rather than less, important on a
global basis (Guidotti 2011), as recent changes in the global economy have shifted manufacturing and attendant hazards out of Europe and North America to rapidly developing economies in which millions of workers could be exposed to serious risks (Pearce 2012b), an issue that, unfortunately, is omitted from most discussions on ‘global public health’ (Cullinan and Pearce 2011).

**Teaching objectives**

Students in occupational epidemiology courses may include trained epidemiologists who are learning about occupational epidemiology for the first time, occupational hygienists, and health care professionals (e.g. occupational physicians, occupational health nurses, and students of medicine and nursing). Increasingly, students will come from a wide range of countries—high-income countries (HICs) and low-and-middle-income countries (LMICs)—and it is important that courses address the methodology and substantive findings of occupational epidemiology on a global basis, rather than being primarily based on examples and methods from HICs. It is also important to distinguish between teaching occupational epidemiology to researchers and teaching epidemiology to public health officers and occupational physicians. Researchers often have a stronger interest in theoretical issues, whereas the latter groups may have a stronger interest in specific occupational health problems (Merletti and Comba 1992). In this chapter I assume that students have previously undertaken an introductory epidemiology course, and I focus on issues which are relatively unique to, or which receive greater emphasis in, occupational epidemiology. I emphasize a problem-based approach which involves learning occupational epidemiology in the context of active experience in developing, conducting, and reporting on a (hypothetical) occupational epidemiology study. By the end of the course, participants should be able to

- describe the strengths and limitations of occupational epidemiology and particularly its potential for use in solving real workplace health problems and developing preventive interventions;
- discuss the key features of occupational epidemiology that distinguish it from other fields of epidemiology;
- identify the major global occupational health problems and their potential solutions and key research questions;
- consult with managers, unions, workers, researchers, government agencies, and other interested parties in developing a research question;
- design an occupational epidemiology study that addresses this research question;
• write a research proposal suitable for submission for funding; and
• communicate the findings of research both in academic form and in the form of a press statement for the general media.

Of course, these objectives will be met to a greater or lesser extent depending on the background, experience, and ability of the course participants but the specific course content, and the level of detail and methodological rigour, can be modified accordingly.

Teaching content
In this section I discuss the key topics that should be covered as a complement to a more general introductory epidemiology course.

Reasons for conducting occupational epidemiology studies
The primary objective of occupational epidemiology is to identify hazardous workplace exposures in order to prevent occupational disease (Mendes and Costa Dias 2011). The potential for prevention is often much greater than in other fields of epidemiology, since workplace exposures can often be readily identified and removed. This can be illustrated using examples of successful prevention, including non-introduction of hazards into the workplace, removal of hazards, reduction in exposure levels, reduction in hazardous activities, and increased protection (Swerdlow 1990). It is therefore valuable to discuss current workplace health and safety issues with management, unions, and workers and to identify the potential health hazards that are currently of most concern and for which there is the greatest potential for prevention.

A second objective of occupational epidemiology is to provide information that can be used in risk assessment and in the prevention of hazards in the general population. For example, it is notoriously difficult to study the health effects of occasional low-level pesticide exposure in the general population, and it is more valuable to conduct studies of heavily exposed pesticide production workers and sprayers and to use the findings from these studies to estimate the risk from lower levels of exposure in the general population. Similarly, exposure levels are generally higher in LMICs, so collaborative studies between researchers in HICs and those in LMICs may be particularly useful (Pearce 2011a).

Once again, a problem-based approach can be valuable. For example, students can be introduced to these issues by discussing a problem that is currently of community concern (e.g. the risks of environmental pesticide exposure, exposure to electromagnetic fields, asbestos exposure in the home), and by discussions with some of the interested parties in the community and in industry,
followed by consideration of other exposed populations (e.g. occupational exposures and/or exposures in other countries).

A further reason for conducting occupational epidemiology studies is to evaluate the effects of workplace interventions such as the removal of a hazardous exposure and its replacement with a substitute believed to be less hazardous. For example, asbestos has increasingly been replaced by various man-made mineral fibres, which appear to also involve an increased risk of asbestos-related diseases such as lung cancer (Boffetta et al. 1999). It is therefore important to emphasize the importance of following up on previous epidemiological studies, ascertaining what preventive measures have been adopted in response to their findings, and how effective these measures have been. For example, in a longitudinal study of occupational respiratory disease, it is relatively straightforward to assess the effects of changes in health and safety practices and provision of protective equipment over time (Slater et al. 2000).

**Political and ethical issues**

A problem-based approach will inevitably lead to the discussion of controversies in occupational epidemiology and risk assessment. Discussing such controversies can be valuable in demonstrating the strengths and weaknesses of occupational epidemiology, its wider role in causal assessment and risk assessment, and the political, economic, and social influences that often affect which hypotheses are chosen for study, which methods are used, and how the findings are interpreted (Pearce 2008). These issues are relevant to all epidemiological studies but are often particularly important in occupational epidemiology, as well as in other fields of epidemiology that involve vested interests such as environmental epidemiology and pharmacoepidemiology (Barnes and Bero 1998; Michaels 2005a, b; Egilman 2006; Monforton 2006; Pearce 2007a).

Unfortunately, such discussions can often involve an undue emphasis on criticism of published studies, and this is often encouraged in courses that overemphasize the role of criticism under a simplistic interpretation of the Popperian philosophy of science (Pearce 2007b). Such a one-sided emphasis on criticism can lead to disillusionment among students as to the validity and value of occupational epidemiology. Thus, it is valuable to ask students to design a study of a specific issue and to write a research protocol for it, rather than asking them merely to critique a published paper. This approach is not only invaluable in terms of practical experience with epidemiologic study design but can also teach students the practical compromises that are often involved in conducting occupational epidemiology studies. They can therefore learn that no study can be perfect or definitive and that the aim of a single study should be to contribute to the pool of information available for scientific and
public health decision-making, rather than requiring hazard or safety to be proven in a single study.

The potential for preventive action and the considerable vested interests which may hasten or delay such action mean that ethical issues play a major role in occupational epidemiology. In particular, the need to conduct further epidemiological studies should not be a reason to delay preventive measures. Furthermore, it is important that reports of occupational epidemiology studies, and criticisms of these reports, should openly acknowledge sources of funding and any other potential conflicts of interest (Davey Smith 2001). A related issue is whether occupational epidemiology studies should be ‘registered’ in advance to reduce the likelihood of chance findings for exposures and hypotheses that were not of a priori interest, an issue which has generated considerable debate in terms of both ethics and science (Pearce 2011b).

Methodological issues

Healthy worker effect

A major issue in occupational studies is the healthy worker effect (Checkoway et al. 2004). The typically lower relative risk of death or chronic disease in an occupational cohort occurs because relatively healthy individuals are likely to gain employment and remain employed. Thus, the initial selection occurs at time of hire in that relatively healthy persons are more likely to seek and to be offered employment; the most direct way to partially control for this phenomenon is to stratify on initial employment status; that is, to compare the asthma morbidity of a particular workforce with that of other employed persons rather than with a general population sample (which includes invalids and the unemployed). The second key aspect of the health worker effect is the selection of unhealthy persons out of the workforce. In cohort studies, this problem can be partially addressed by considering each worker’s employment status (i.e. active or non-active worker) and time since first employment at a particular time and then controlling for it as a confounder (Steenland and Stayner 1991; Pearce 1992). However, the healthy worker effect may also be particularly strong in cross-sectional studies (Eisen 1995), although this can be partially diminished by focusing on exposures that occurred prior to the onset of symptoms (Eisen et al. 1997).

The healthy worker effect means that considerable attention should be given to the selection of appropriate comparison populations. Despite the limitations of standardized mortality ratio (SMR) analyses using the general population as a comparison, this is usually the most practical option for initial analyses. However, alternative comparison populations (e.g. regional mortality rates, other
employed workers) should also be considered. The value of internal comparisons, and the importance of defining a cohort so that such comparisons are feasible and meaningful, should also be emphasized.

However, although the use of an internal reference group may control for initial employment status and therefore for the initial selection into employment, it will not necessarily eliminate other forms of bias. In particular, exposure (or the termination of exposure through leaving employment) can be a cause and/or a consequence of occupational disease and can affect the subsequent risk of mortality. Such ‘intermediate variables’ should not be routinely controlled using standard techniques, and special techniques are required to avoid adding bias (Pearce and Greenland 2004).

**Exposure data**

A feature of occupational epidemiology studies is the frequent use of job exposure matrices to estimate historical exposures. The sources of data for a job exposure matrix (JEM) include industrial hygiene sampling data, process descriptions and flow charts, plant production records, inspection and accident reports, engineering documentation, and biological monitoring data (Checkoway et al. 2004). However, the starting point for the development of job exposure matrices and the estimation of individual historical exposures is the personnel records. It is therefore important to use real examples of personnel records in teaching and to discuss the practical aspects of classifying and grouping departments and job titles.

In the last two decades, there has been increasing emphasis on the use of molecular markers of internal dose. Nevertheless, there were a number of major limitations of available biomarkers of exposure (Armstrong et al. 1992), particularly with regard to historical exposures (Pearce et al. 1995). Some biomarkers are better than others in this respect (particularly markers of exposure to biological agents) but even the best markers of chemical exposures usually reflect only the last few weeks or months of exposure. Thus the use of work history records in combination with a job exposure matrix (based on historical exposure measurements of work areas rather than individuals) is often more valid than current exposure measurements (whether based on environmental measurements or biomarkers) if the aim is to estimate historical exposure levels (Checkoway et al. 2004).

However, in recent years, a broad range of ‘omics’ methodologies have become available, including not only genetic markers but also epigenetic markers of environmental exposures and related measures, such as proteomics and metabolomics (Kumpula et al. 2010; Jennen et al. 2011; Kamburov et al. 2011). These technologies are undergoing rapid development; in most cases they are
not yet valid or inexpensive enough to use routinely in occupational epidemiology studies but this situation is likely to change over the next decade (Wild 2005; Rappaport and Smith 2010; Vlaanderen et al. 2010; Rappaport 2011, 2012). The emphasis should be on using ‘appropriate technology’ and that the most appropriate approach (questionnaires, environmental measurements, or biological measurements) will vary from study to study and from exposure to exposure within the same study (or within the same complex chemical mixture (e.g. in welding fumes)). This can be illustrated by a problem-based approach in which different exposure estimation methods are shown to be appropriate for different studies (Steenland 1993).

Confounding

Confounding is of concern in occupational epidemiology, as in other fields of epidemiology (Pearce and Greenland 2004). However, to be a significant confounder, a factor must be independently strongly predictive of disease and strongly associated with exposure (Rothman and Greenland 1998). Thus, confounding is often relatively weak in occupational studies, particularly when comparing ‘exposed’ and ‘non-exposed’ manual (‘blue collar’) workers, since there are usually few important differences in lifestyle between different groups of workers. For example, Siemiatycki et al. (1988) found that confounding by smoking is generally very weak for internal comparisons in which exposed workers are compared with non-exposed workers in the same factory or industry. If it is not possible to obtain confounder information for any study subjects, it may still be possible to estimate how strong the confounding is likely to be from particular risk factors. This is often done in studies of occupational causes of lung cancer, where smoking is a potential confounder but smoking information is rarely available. For example, Axelson (1978) found that, for plausible estimates of the smoking prevalence in occupational populations, confounding by smoking can rarely account for a relative risk of lung cancer greater than 1.5. Course participants can repeat this exercise for other situations (e.g. by estimating the potential for confounding in their proposed study).

However, it should also be emphasized that occupational exposures often involve complex mixtures such as welding fumes. In this situation, confounding by ‘external’ exposures such as smoking is likely to be weak but there may be a significant ‘identification problem’ with regard to the etiologically relevant constituent(s) of the complex occupational exposures.

Study design

The study design options in occupational epidemiology are the same as for other fields of epidemiology (Checkoway et al. 2004) but the methodological
issues involved may differ (see above), as may the emphasis given to specific study designs. In particular, cohort studies are relatively common in occupational epidemiology since most occupational exposures are ‘rare’ in the general population but suitable cohorts can be identified through routine records such as personnel records or union membership records (Checkoway et al. 2004). Thus, it is valuable to review the standard study design options but to give particular attention to the specific issues and methodological characteristics of occupational studies.

Routine mortality and morbidity data
In many countries death certificates include the deceased person’s current or most recent occupation and it is therefore possible to estimate national or regional death rates for specific occupations. Occupational information may also be available for hospital admissions and for registers of diseases such as cancer. Thus, analyses of existing data sources play an important role in occupational epidemiology (‘t Mannetje and Pearce 2010). Direct age-standardization and other methods for ‘descriptive’ analyses are therefore particularly relevant and may not have been covered in general introductory courses.

Clusters
Many occupational epidemiology studies are motivated by reports of workplace clusters of disease. A cluster investigation initially involves defining the population in the time period under study (the study base) and ascertaining whether the disease occurrence in this study base is greater than expected. However, the occurrence of a statistically significant cluster of occupational disease can merely establish a hypothesis that requires further scrutiny in another study base. For this reason, it is often argued that the investigation of disease clusters is a public health ‘social service’ but has little scientific value. However, several causes of chronic occupational disease were discovered through cluster investigations and such investigations will continue to be an important method for identifying new causes of chronic occupational disease (Crane et al. 1994). Cluster investigations will also be of particular interest for occupational physicians and public health officers since they will regularly encounter cluster reports in the course of their work. In particular, occupational health professionals, as well as general practitioners, can play a major role in identifying and investigating such clusters (Merletti and Comba 1992). This can be illustrated by an exercise in which a cluster report is presented and a group of course participants is asked to define the cluster (in terms of the population at risk and the outcomes which will be considered) and design an appropriate study (in the defined population and/or another population) as well as an interim press statement describing the cluster and what further action is being taken.
Incidence cohort studies
Occupational epidemiology frequently involves rare exposures, and the availability of personnel records and historical industrial hygiene information makes historical cohort studies much more feasible than in many other branches of epidemiology.

Cohort studies are usually based on personnel records, and the importance of storing such records in perpetuity should be emphasized. However, they can also be based on registries for exposures such as asbestos, and vinyl chloride. Such registries can also play a valuable role in raising awareness of workplace hazards and stimulating preventive measures (Ahlo et al. 1988; Brooke et al. 2006).

In occupational cohort studies, methods of cohort enumeration (using personnel records), exposure ascertainment (using job exposure matrices), and follow-up (using national or regional mortality and/or disease registration records) are frequently different from community-based cohort studies. Other issues include verification of the completeness of cohorts using alternative data sources and verification of vital status using a variety of data sources (e.g. death registrations, superannuation records, electoral rolls, driver’s licence records). It is important to discuss cohort studies in considerable practical detail, including practical examples of individual exposure assessment, exercises involving the actual calculation of individual person-time data and its use in calculating expected mortality and/or incidence, since the use of such data is often difficult to understand without practical experience.

Incidence case-control studies
Case-control studies can then be introduced in the context of studies nested within a defined occupational cohort (Pearce 2012a). It can be readily demonstrated that a nested case-control study can be considerably more efficient than a full cohort analysis, with no loss of validity and only a minimal loss in precision (Checkoway et al. 2004). The cohort (study base) still must be defined and enumerated, and incident cases must be identified. However, it is only necessary to collect exposure history information on the cases and on a sample of controls selected from the cohort, rather than on the entire cohort. Nested case-control studies thereby combine the advantages of cohort studies for investigating rare exposures, and of case-control studies for investigating rare outcomes.

The effect measure which the odds ratio obtained from nested case-control studies will estimate depends on the manner in which controls are selected (Vandenbroucke and Pearce 2012). Although occupational case-control studies can best be introduced and discussed in the context of nested studies, there are also some occupational exposures (e.g. farming) which are relatively common
but for which it is difficult to identify and enumerate a historical cohort. In this situation, population-based case-control studies can be conducted based on a geographically defined population. Although such studies have traditionally been presented in terms of cumulative sampling, in fact most case-control studies actually involve density sampling (often with matching on a time variable such as calendar time or age) and therefore estimate the rate ratio without the need for any rare disease assumption (Vandenbroucke and Pearce 2012).

Prevalence studies
Another feature of occupational epidemiology is the relatively frequent use of cross-sectional studies of non-fatal occupational diseases such as occupational asthma (Pearce et al. 1998). For example, a prevalence study, or a prevalence case-control study, may estimate the prevalence odds ratio for asthma associated with a specific occupational exposure such as welding fumes. This approach is often appropriate and convenient but the healthy worker effect may be of particular concern, since workers with work-related symptoms may have left employment (Checkoway et al. 2004). This problem may be particularly strong for non-fatal chronic diseases such as occupational asthma (Eisen 1995). Furthermore, Krzyanowski and Kauffmann (1988) have noted that most such studies have focused on industrial groups with high levels of exposure and that these groups may be particularly affected by selection effects (Graham and Graham-Tomasi 1985).

Teaching method and format
As indicated above, the study design options in occupational epidemiology are the same as for other fields of epidemiology, the emphases given to specific study designs, and the methodological issues involved, may differ. Therefore, much of the formal content of an occupational epidemiology course may cover the same general topics as for a general epidemiology course, including the various study design options, study design issues, and detailed consideration of the different possible study designs (see ‘Methodological issues’). However, the detailed content will usually differ considerably.

As noted in ‘Teaching objectives’, it is useful to teach these methods in the context of developing a research protocol and reporting on research findings. This can be done as an individual activity but is often more valuable as a group activity. Thus, the course participants can be divided into groups early in the course and these groups can hold regular meetings to develop a research question and design an appropriate study.

This approach can be applied to almost any course at any level, with appropriate variations in the amount of detail and methodological rigour required.
Even with an introductory course with five to six sessions, it is usually possible for the participants to divide into groups, develop a hypothesis, design a basic protocol, and present it at the final session. With a longer and more advanced course, it is often possible to develop a fully fledged protocol. This process can be assisted by

- regular presentations (interspersed with the methodological teaching) from managers, unions, and government agencies regarding their priorities for occupational health research;
- ‘consultation’ meetings with the course coordinator to discuss the preliminary research question and the provisional study design;
- presentation, by each group or individual, of the research question and preliminary protocol to the other course participants; and
- presentation of the proposal to an appropriate ‘client’ (e.g. the Occupational Safety and Health Agency, or a particular company or union) if one is available and if there is a prospect that the proposal may lead to a real research project.

The more generic methods (see ‘Study design’) can then be covered in more conventional teaching sessions using the standard topics outlined above but with a particular emphasis on methodological issues relevant to the protocols under development. Relatively brief exercises on specific methods (e.g. calculation of SMRs) can then be completed on an individual basis but the bulk of practical time can be devoted to protocol development. Thus, one possible course timetable could involve sessions on

- the reasons for conducting occupational epidemiology studies;
- the major global occupational health problems and research questions;
- an introduction to developing a research protocol;
- meeting with managers, unions, and interested government agencies;
- an overview of study designs;
- an overview of issues of bias;
- measuring occupational exposures;
- omics methods for measuring exposures and/or disease;
- preliminary discussion of research protocols with the course coordinator and the course participants;
- routine mortality and morbidity analyses;
- clusters;
- cohort studies;
case-control studies;

- cross-sectional studies;
- current topics in occupational epidemiology;
- political and ethical issues; and
- presentation of research protocols.

Assessing students’ achievements

Under this approach, the methodological course exercises (e.g. calculation of SMRs) form a small part of the course work and can usually be completed on an individual basis in the evening or day following the discussion of the relevant topic. The course assessment is then primarily or solely based on the research proposal. This can be developed as an individual or as a group activity (the latter is often preferable) and can be presented in oral or in written form, depending on the resources and the time available. The protocol can then be assessed with an oral or written review, as would be provided for a grant application. The review should ideally follow as closely as possible the actual format used for reviews of grant applications from the principal occupational health research funding body (e.g. the US National Institutes of Health (NIH)).

In addition, it is often useful for course participants to draw up a few simple tables of hypothetical results for the proposed study (these tables would follow the same format as would be used in a journal publication) and write a brief press statement summarizing the results. These ‘findings’ can also be presented and discussed (in oral and/or written form) when the final protocol is presented.
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Introduction to life course epidemiology

Background to life course epidemiology

A life course approach to epidemiology is the study of the long-term effects on later health or disease risk of physical or social exposures during gestation, childhood, adolescence, young adulthood, or later adult life (Kuh et al. 2003). Much of the interest in life course epidemiology has centred around chronic diseases such as coronary heart disease (CHD), type II diabetes, and cancer (Trichopoulos 1990; Adami et al. 1995; Kuh and Ben-Shlomo 2004) but its concepts have also been adopted for mental and dental health (Nicolau et al. 2007). Some of the questions raised by a life course approach include the following: do foetal growth and development influence the risk of CHD and is this modified by adult obesity? Does the timing of puberty have a long-term programming effect on various endocrine pathways that may increase risk of cancer? Does childhood obesity have the same metabolic consequences and long-term effects as adult obesity and when is the best time to intervene?

For some, life course epidemiology is a new discipline, while those with longer memories often regard it as the re-emergence of ideas that have been around, in some guise or other, since the inception of the discipline. Epidemiology has a long history of considering early life exposures in relation to later disease (for a more detailed review, see Kuh and Davey Smith 2004). The study of risk factors for adult tuberculosis highlighted the role of childhood infection and long latency periods. Similarly, Donald Reid (1969) suggested that ‘the bronchitic child is father to the bronchitic man’. The seminal prospective study of doctors’ smoking behaviour (Doll and Peto 1976; Doll et al. 1980) also implicitly recognized the role of smoking over many years, and usually initiated in early adulthood, for many chronic diseases. Even more subtle interactive effects of childhood and adult weight on later disease risk were already being considered by Sidney Abraham and his colleagues in 1971 when they used a prospective design to show that the highest rates of hypertensive cardiovascular
disease were seen in overweight adults who were below average weight as children (cited in Kuh and Davey Smith 2004).

We feel that there have been three major areas of development in recent years that have made life course epidemiology emerge as a more coherent intellectual strand, worthy of both research and educational endeavour. The primary driver has been the ability to empirically test life course hypotheses. This has been made possible by the elegant use of historical cohorts and record linkage studies, and more recently from prospective cohort studies as well. There are now a variety of such studies that have generated consistent empirical evidence on the association between early life exposures and later disease (Kuh and Ben-Shlomo 2004). Second, there has been the development of new statistical methods and epidemiological thinking in relation to causal models that can be usefully applied to etiological questions framed within a life course paradigm (De Stavola et al. 2006). Though most of these methods were initially developed for other purposes, life course datasets have acted as a stimulus for their use and as further impetus for subsequent methodological developments. Finally, there has been the explicit recognition of conceptual models of life course pathways, absent in earlier studies, which have tried to bridge across other epidemiological models (Ben-Shlomo and Kuh 2002; Kuh et al. 2003).

**Life course in other disciplines**

While epidemiologists are rather new converts to life course thinking, there is a tradition in sociology, demography, and developmental psychology to consider the long-term influences of events operating across life at both an individual and a macro level. Key intellectual thinkers in these areas include Glen Elder and Paul Baltes (see Settersten 2002 for a review of life course approaches to sociology and psychology). Epidemiologists using a life course approach have, to varying degrees, tried to integrate macro, individual, and micro level variables, whereby models may include ecological measures of childhood area characteristics, through to individual micro level measures of physiology and biochemistry. It is of value for epidemiology students to have some cognizance of this broader area of life course research, even if the outcomes of interest are rather different. This promotes truly interdisciplinary research but is also useful because some of the concepts from other disciplines may be applied to epidemiological problems. However, students should be aware that confusion can occur when epidemiologists and other social scientists use the same technical terms but with rather different meanings. We have previously produced a glossary of life course terms to help avoid some of this confusion as well as to establish a common set of terms (Kuh et al. 2003).
In the following sections, we will discuss educational aspects of life course epidemiology from both an undergraduate and postgraduate perspective.

**Undergraduates**

**Teaching objectives**

In this section, we have focused on medical undergraduates, as this is our area of educational experience. Clearly undergraduates reading sociology, psychology, or demography may also consider life course approaches, although they will probably consider this within the context of their own disciplinary tradition. Some medical students do an additional year for an intercalated bachelor of science (BSc). This allows them dedicated time to study an area in far greater depth. Such courses would allow students to study life course epidemiology in far greater depth, similar to a postgraduate course.

Medical schools in the UK have to ensure that their medical programmes are consistent with the guidance of the General Medical Council’s ‘Tomorrow’s Doctors’ (General Medical Council 2003). This document highlights the range of knowledge, skills, and attitudes required of newly qualified medical practitioners. Not surprisingly, there is no specific reference to a life course approach. The document contains a section entitled ‘the scientific basis of practice’, which states the following:

They [medical students] must know about and understand normal and abnormal structure and function, including the natural history of human diseases, the body’s defence mechanisms, disease presentation and responses to illness. This will include an understanding of the genetic, social and environmental factors that determine disease and the response to treatment. (General Medical Council 2003)

This rather broad statement is so all-encompassing that it presents an open door to any medical educator who wishes to include life course epidemiology in their curriculum. Two aspects are particularly appropriate: (1) understanding the normal trajectories of physiological systems across the life course (see Fig. 9.1), and (2) teaching students how early life environmental influences impact on later life disease risk.

**Teaching content**

The medical degree syllabus is already so overloaded that one must seriously consider whether adding any more, without removing content, is justifiable. A more sensible approach is simply to build on or adapt the existing syllabus. For example, many medical schools will have a teaching session on inequalities in health. This is usually descriptive, although it may also explore possible explanations and public health policies that may reduce such inequalities. A simple
approach to raising awareness of life course concepts would be to highlight the cumulative effects of lifetime socio-economic status on health, and the effects of social mobility in altering risk factors and disease risk. A life course approach could also be integrated in any session that examines migrant studies, as place of birth and place of residence in adulthood can be used to examine for critical/sensitive period effects (Strachan et al. 2007).

Another potential area of teaching would be to get students to understand how physiological function changes with age. We have previously used the example of lung function to understand how there is a developmental phase, then a plateau phase, and finally a decline phase within individuals. The trajectory by which individuals reach their clinical endpoint may differ depending on whether they experience exposure affecting the development phase or adult decline phase (subject B or C in Fig. 9.1). This life course perspective is generally absent in other disciplines. In clinical settings, doctors will focus on individuals who reach some threshold associated with clinical symptoms, for example, breathlessness. Embryologists and developmental biologists tend to focus on very early life (although there have been some exceptions (see Kuh and Davey

---

**Fig. 9.1** Schematic representation of lung function over the life course. (A) represents an individual who never develops respiratory symptoms. (B) represents someone with suboptimal development of lung function but normal age-related decline. (C) represents someone with symptoms due to more rapid adult decline but normal development.

Respiratory physiologists help students understand the principles behind cross-sectional measures of lung function (e.g. FEV₁ and FVC) but may ignore longitudinal changes. Paediatricians will teach students about the natural history of conditions such as childhood asthma but they tend not to go beyond early adulthood. There is often, therefore, no real appreciation of the changing nature of such measures. For example, while all students are taught how to diagnose hypertension and treat it, few are aware of how the nature of blood pressure changes with age so that essential hypertension, the major cause, in midlife is overtaken by isolated systolic hypertension in older age.

Teaching methods and format

Most undergraduate medical education is done through large-group lectures in the early years and small-group bedside teaching in the later years. At the University of Bristol, we dropped all large-group lectures in favour of small-group (twelve to fifteen students) tutorials supported by computer assisted e-learning materials. This encourages a more active engagement of students through interactive sessions that allow students to think through concepts. Of course, such an approach is far more staff costly and small departments may not be able to find enough teaching staff.

A particularly useful format is a mini project (known in the UK as a Student Selected Component (SSC)), where students are given time to work on their own but under the supervision of an individual teacher. These tend to be library-based projects developing the student’s critical appraisal skills, although in some cases students have undertaken their own secondary data analysis of an existing dataset. The main limitation here is that most students are unfamiliar with a specific statistical package and only a few highly motivated students are likely to choose life course topics.

Assessing students’ achievements

The standard method of assessment is through written examinations. These tend to contain multiple-choice questions (MCQs), short-note, or essay questions. At Bristol, we also use extended MCQs (E-MCQs), where students must identify the correct response from a list of twenty-six possible answers rather than simply choosing a TRUE/FALSE response. This is more challenging as the student is prompted less, making guessing harder. However, life course concepts are not ideally suited to this format. In our main exam paper we have two sections: the first is an abridged version of a paper, which students must critically appraise. We currently choose more clinical scenarios but life course papers could be used. The second section involves a ‘design, a study to test a hypothesis’ question, which is more suited to appraising a student’s understanding of life
course issues. For example, they should appreciate that, for most early life hypotheses (but not all; e.g. breastfeeding), it is not ethical or practical to do a randomized controlled trial to look at long-term outcomes. A prospective study, if already in existence, would be an excellent design but in its absence could be substituted by a historical cohort study. Students would need to consider the problems of identifying such a cohort, the limited data on potential confounders and issues around data linkage or individual follow-up. The SSC projects use standardized marking schemes, which can assess originality, creativity, and effort.

**Conclusions**

The medical undergraduate curriculum offers opportunities to incorporate life course concepts but there are many competing demands for student time. Key concepts of this approach could easily be integrated within existing courses on epidemiology and public health, though ideally would also cut across developmental sciences, physiology, and specific clinical topics, as appropriate (e.g. bone mass across the life course in relation to osteoporosis could be covered by rheumatology whereas early life cognitive function and risk of dementia could be covered by geriatricians or neurologists). While epidemiologists and public health teachers may be supportive advocates, it is unlikely that basic scientists and clinicians would be enthusiasts. As such, we would recommend a subtle, ‘light touch’ approach when incorporating life course epidemiology.

**Postgraduates**

We are assuming that postgraduates would be students undertaking a Masters in Epidemiology or Public Health. However, the concepts covered could also be included as either modules or a specific session within other postgraduate courses such as medical statistics or medical sociology. In the former case there would clearly be a greater emphasis on analytical issues and different statistical methods. Many of the concepts in life course epidemiology are built around existing epidemiological concepts (e.g. interaction) and assume knowledge of standard epidemiological designs. There is also a strong conceptual link to the ideas behind ‘causal modelling’ (Hernán et al. 2002; see also chapter 3), which is usually taught on more advanced courses.

**Teaching objectives**

The main teaching objectives that need to be conveyed are around different hypothetical models that may operate for exposures acting at different points across the life course (see Fig. 9.2). These diagrams illustrate the ideas behind
our classification of life course models (Box 9.1). These models are necessarily an oversimplification of a complex reality and are not mutually exclusive. Students will need to familiarize themselves with some of the basic terms used to understand these models and test hypotheses. The key terms (in alphabetical order) are (1) accumulation of risk (models (a) and (b) in Fig. 9.2); (2) birth cohort effects; (3) chain of risk (models (c) and (d) in Fig. 9.2); (4) context; (5) critical period; (6) embodiment; (7) induction and latency period; (8) life cycle, life span, and life course; (9) mediating and modifying factors; (10) plasticity; (11) resilience; (12) sensitive period; (13) susceptibility; (14) time; (15) trajectory,
transition, and turning point; and (16) vulnerability. For explanations of these concepts, see Box 9.2 and the article by Kuh et al. (2003).

A distinction needs to be made between critical/sensitive-period and accumulation models. When interpreting evidence, these models are often confused. For example, some researchers claim to have evidence of early life programming, that is, a critical period model when they find that an early life variable remains a predictor in a model that has adjusted for later life variables (O’Connor et al. 2003). However, as the later life variables may be further measures of the same exposure, this is misleading and the results may be more compatible with an accumulation model. The key issue relates to the timing and duration of exposure. Epidemiologists naturally test for duration in their models by looking for ‘dose-response effects’ (a familiar concept to epidemiological students). However, the concept of dividing exposure time into specific slices of ‘exposures years of risk’ which may or may not have different biological impacts is less familiar. If an exposure produces the same effect on risk outside a postulated ‘biological window’ as it does inside that window, then the period is neither critical nor sensitive. Similarly, exposure that starts in early life and is maintained will have a greater effect simply due to its longer period of duration.
Box 9.2 Glossary of terms

Accumulation of risk—the notion that life course exposures or insults gradually accumulate through episodes of illness and injury, adverse environmental conditions, and health damaging behaviours

Birth cohort effects—An environmental change (such as an improvement or deterioration of living standards) that affects a birth cohort of individuals as indexed by their year of birth and that may show up several decades later as birth cohort differences in mortality or morbidity

Chain of risk—A chain of risk model refers to a sequence of linked exposures that raise disease risk because one bad experience or exposure tends to lead to another and then another

Context—Context refers to the location of an individual by time and place. Place refers to both geographical location and to group membership in terms of family, friends, or age, and on the basis of class, ethnicity, residence, and gender that arise out of the social and economic structure of society

Critical and sensitive periods—a critical period as a limited time window in which an exposure can have adverse or protective effects on development and subsequent disease outcome. Outside this developmental window there is no excess disease risk associated with exposure. A sensitive period is a time period when an exposure has a stronger effect on development and subsequent disease risk than it would at other times. Outside the time period any excess risk will be weaker

Embodiment—Embodiment describes how extrinsic factors experienced at different life stages are inscribed into an individual’s body functions or structures

Induction and latency period—Induction period is defined as the time between exposure and initiation of the disease process

Latency period refers to the period between disease initiation and detection, and is a characteristic of the disease and/or the healthcare system

Life cycle and life span—The concept of a life cycle has generally been used to describe a series of distinct, bounded life stages which are socially or biologically determined. In contrast the concept of the life span used in psychology assumes that development and ageing form a continuous process from birth to death

Mediating and modifying factors—A risk or protective factor mediates the association between exposure and disease when it chronologically follows the exposure and is conceptualized as lying, at least partly, on the causal
pathway A risk or protective factor modifies the association between an exposure and disease when the causal effect of the exposure of interest differs across levels of the modifying factor

Plasticity—Plasticity is the potential for change in intrinsic characteristics in response to environmental stimuli

Resilience—Resilience is a dynamic process of positive adaptation in the face of adversity

Susceptibility and vulnerability—Within epidemiology susceptibility has been defined in terms of Rothman’s “causal pie model”, which describes susceptibility as a process occurring over time that may eventually lead to disease via the completion of the last piece of the causal pie

Trajectory—A trajectory provides a long-term view of one dimension of an individual’s life over time. These may be social, psychological states or physiological states.

Transition and turning point Transitions are short-term changes that are embedded in trajectories. A marked change of direction in a trajectory is referred to as a turning point


One example that we have used is a breast cancer case-control study which noted that smoking initiated within five years of menarche was associated with an increased risk of pre-menopausal breast cancer (odds ratio 1.77, 95% confidence interval 1.22, 2.57, $P = 0.002$) as compared to post-menopausal breast cancer (odds ratio 0.81, 95% confidence interval 0.60, 1.09, $P = 0.16$; Band et al. 2002). The authors postulated that polycyclic aromatic hydrocarbons found in tobacco smoke have greater carcinogenic effects when metabolized by breast tissue during a period of rapid cellular proliferation around puberty. This interesting observation requires further replication, especially as the authors do not mention whether adjustment for smoking years attenuated the association but, if robust, is a nice example of how the same exposure may have different effects depending on the timing rather than the duration of exposure.

We have recently further refined the above models to incorporate ideas around ageing phenotypes. While the models specified above may enhance our etiological understanding, they do not accurately represent the dynamic interplay of developmental, risk factor (behavioural or environmental) and
ageing-related trajectories. Students should be encouraged to consider why individuals age so differently even when they have similar life circumstances and genetics; for example, siblings from the same family (Plomin and Daniels 1987). Our models need to be able to take into account the large degree of variation in resilience to environmental age-related challenges. We have identified two at least sources of resilience to ageing post maturity (Kuh et al. 2014). The first is intrinsic ‘compensatory reserve’; this may reflect structural factors, for example, size of kidney, functional capacity, that is, the efficiency of the kidney at filtering blood, and/or recuperative function, that is, the ability of body systems to compensate physiologically or repair damage when faced with acute or chronic low level challenges, for example, the effect of high blood pressure on kidney function. We envisage compensatory reserve as an intrinsic biological phenomenon which preserves function but deteriorates with age, probably in a non-linear fashion and possibly in parallel across multiple domains (e.g. vascular, neurological, immune, homeostatic systems) in those who will become frail. For example, the degree of neurological damage after a stroke will not only depend on the location and size of brain damage but also on the pre-morbid structure and function and the ability to open up collateral circulation and brain plasticity so that neighbouring areas can to some degree compensate for neuronal loss.

The second aspect of resilience in ageing is the individual’s extrinsic responses or adaptations when faced with age-related declines, by altering behaviour (e.g. dietary intake) or the environment (e.g. move to different neighbourhood) to modify the effect on, or slow the rate of, functional decline. So for example, the ‘use it or lose it’ hypothesis argues that continued cognitive stimulation will maintain synaptic connectivity despite neurodegenerative changes and hence slow down decline or maintain cognitive function due to enhanced cognitive reserve. Students should consider how an epidemiological study would attempt to measure these dimensions and consider the relevance of expertise in other disciplines such as psychology, sociology, etc.

One of the features of the life course perspective is the ability to detect early markers of decline, because this offers an opportunity to intervene and potentially delay the onset of disease by modifying the rate of change through preventive strategies. Another is the ability to capture environmental characteristics before impairments emerge, facilitating a better understanding of the unfolding interaction between individuals and their environments.

A life course perspective requires repeated measures that capture both the internal and external environment, reflecting the growing interest in the ‘exposome’ to complement the genome (Wild 2012). Students should be excited by the prospects offered by new technologies which can help us better characterize
(a) the external environment, for example, environmental pollutants using sensors, behaviour, for example, physical activity using accelerometers and experiences (e.g. real-time logs of emotional stressors); and (b) the internal environment using, for example, biomarkers of effect as intermediate phenotypes and biomarkers of mechanisms to capture causal processes. Methodologies such as proteomics and epigenomics will complement the genomic data and give us a better handle on exposures that are often difficult to capture such as toxic exposures.

**Teaching content**

Any educator has to make a choice as to whether they wish to integrate life course epidemiology within other aspects of the syllabus or make it a module in its own right. This will clearly depend on the interests of staff and the degree to which life course epidemiology is seen as a teaching priority. There may be an optional life course module, covering between four and eight sessions, some of which are lecturer led while others are student led or use peer or self-directed learning. A possible syllabus for such a module would cover all or some of the following:

1. The history of life course epidemiology and its relationship to other disciplinary approaches—the session would describe how epidemiological thinking has evolved (Susser 1985) and how the focus on risk factors at different points in the life course has changed over time; it would also describe parallel developments in other disciplines such as sociology and psychology.

2. Life course models and concepts—this session would cover the main concepts and models and ensure students understand the key terminology.

3. Life course designs—how one can test life course hypotheses using a range of study designs from conventional (historical cohort studies) to less conventional approaches (twins or sibs discordant on exposure of interest). Some courses could also link this to advances in genetic epidemiology and how the use of functional genetic variants can act as an unconfounded proxy life course exposure (see Davey Smith and Ebrahim 2003 for a discussion of Mendelian randomization). This session is best taken as an exercise around a specific hypothesis introduced by the lecturer; the students would then explore different design strategies, weighing up their respective strengths and weaknesses (see ‘Teaching methods and format’ for a detailed case study).

4. How life course relates to other epidemiological models—this session would consider other epidemiological modes of thinking, particularly the interrelationship between life course epidemiology and causal models and the need
to consider clearly the temporal relationship between variables. In addition, life course epidemiology has been applied to social epidemiology and has sometimes been considered as an alternative to eco-social models (Susser and Susser 1996a, b; Krieger 2001). It is true that most life course research until now has tended to ignore macro level factors and focus mainly on individuals but this is usually due to a limitation of the available data rather than of the concepts. In fact, multilevel models that have examined the role of contextual factors tend only to consider this at across-sectional levels and ignore that areas also have their own life courses and change over time. It is therefore perfectly possible to integrate both approaches (see Ben-Shlomo and Kuh 2002 for a discussion of this topic).

5. Statistical issues in life course epidemiology—this could span far more than one session, depending on prior statistical knowledge. Some of the key issues are generic to any longitudinal study, for example, handling missing data; while other issues relate to understanding pathways, for example, structural equation models. Some papers have embraced the challenges of using more sophisticated methods to model repeat exposure data, for example, changes in anthropometric data due to growth (De Stavola et al. 2006), or using repeat measures of phenotypes to better capture the heterogeneity of any outcome and hence possible differences in risk factor associations (Colman et al. 2007). Methodological work has also considered how one can empirically differentiate between different life course models (Mishra et al. 2009). The methodological issues around life course epidemiology are sufficiently broad to allow a course in its own right if one desired (see Pickles et al. 2007). Pickles and De Stavola (2007) highlight the distinctions between variable-based, individual-based, and multivariate profile analysis, where the outcome is a profile of measures over an extended time period. They also discuss causal models and directed acyclic graphs (DAGs) and cover more complex statistical methods, marginal structural models, propensity scores, G-estimation, instrumental variable analysis, and structural equation models. Some of these topics will be beyond the remit of some epidemiological courses but would fit nicely into a medical statistics master’s programme.

6. Specific case studies or topics of controversy—although life course research is still very much in its infancy, there are several topics that have generated much debate. Such topics could be used either as a for/against debate led by the students or as an exercise where students need to read the key papers beforehand and which would form the basis for a discussion group. Some potential examples are the relative importance of foetal growth as measured by birth weight for adult blood pressure as compared to adult dietary salt
consumption. Another topic of interest is the interpretation of the inverse association between birth weight and adult outcomes after adjustment for adult obesity (see Lucas et al. 1999; Cole et al. 2001; Osmond et al. 2001; Cole 2005; Tu et al. 2005; Weinberg 2005).

7. Understanding social inequalities in health from a life course perspective—this session examines how the patterning of disease and intermediary risk factors may be related to childhood and adult socio-economic status (Davey Smith and Lynch 2004).

8. How does life course epidemiology influence public health policies—this is a more speculative and challenging session that allows students to think about the practical implications of life course studies. For example, it has been argued that small babies are more likely to become obese children, obese adults, develop diabetes, and die of heart disease. Should one aim to intervene in childhood or wait until adulthood? Is there evidence that interventions in earlier life are more effective or will persist into adulthood? How does this compare to a population-based approach that aims to shift the whole adiposity distribution? This assumes students are aware of the approach to individual- versus population-based strategies (Rose 1985), that is, the distinction between attributable rate/risk and population attributable rate/risk.

Teaching methods and format

Most postgraduate courses will involve standard lectures as well as small-group tutorials. Because postgraduate students are usually highly motivated, there is scope for distance-learning, self-directed learning, or student-led sessions. A usual approach involves a thirty- to sixty-minute lecture, followed by a practical session that involves students working together with some teacher supervision or a debrief. Practicals can involve reading key papers and then discussing them or setting up students to present different perspectives or constructing a formal debate.

E-learning packages and websites are also useful tools, though at the moment we are not aware of any specific websites for life course epidemiology. Another method is to record lectures or seminars using software which combines audio or video with PowerPoint-type presentations. These can then be archived on the university server or virtual-learning environment for access at any time.

It is helpful to elucidate the theoretical and practical issues around undertaking life course epidemiology with a meaningful case study that would be pertinent to teachers and students. Helpful examples from a variety of chronic diseases can be found in various edited books (e.g. Kuh and Hardy 2003; Kuh and Ben-Shlomo 2004). These cover a wide range of conditions: cardiovascular
disease, diabetes, obesity, blood pressure, respiratory and allergic disorders, cancer, neuropsychiatric outcomes, reproductive health, musculoskeletal disorders, and ageing. For example, a case study that we have used involves understanding the association between insulin-like growth factor I (IGF-I), growth and development, and the future risk of specific cancers (Ahlgren et al. 2004). Even longevity has been studied by both demographers and gerontologists with particular interest in how early life factors such as season of birth (Doblhammer and Vaupel 2001) and cumulative adverse life course events (Gavrilov and Gavrilova 2003) can have a detrimental effect.

**Assessing students’ achievements**

Most postgraduate courses will use a combination of in-course assessment as well as exam papers. As demonstrated by the case study above, it is possible to use a specific example to generate a mini project that students could work on in groups or individually and then hand in a written piece of work and/or give an oral presentation for in-course assessment. Areas that lend themselves particularly well to this are designing a study or writing a grant proposal. The latter adds the extra complexity of planning a protocol and budget. Where available, providing students with a real or simulated dataset allows them to tackle the concepts from a hands-on perspective and forces them to operationalize concepts into clear analytical strategies. Growth data are particularly useful as they are readily available and allow students to experiment with different analytical methods, from life course plots (Cole 2007) to more complex procedures (Pickles and De Stavola 2007).

**Conclusions**

Life course epidemiology, as a distinct area of research, is relatively new and provides methodological challenges for both epidemiologists and statisticians. It builds on conventional epidemiological theory and basic concepts such as confounding, interaction, induction, and latency period, and these concepts must be covered first. We would suggest that life course studies provide useful teaching material that challenges students to think beyond black-box epidemiology. It also promotes consideration of the web of disease causation. More importantly, it places this web in a time-dependent narrative that uniquely unfolds for individuals embedded within different social and environmental milieus. Our experience is that students appreciate and are motivated by the real and complex problems that life course epidemiology addresses and gain a deeper understanding of the reasons for variation in the health of individuals and populations.
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Useful websites

The following links are to some of the major birth cohorts that could provide valuable information about life course influences on health:

- MRC Unit for Lifelong Health and Ageing & MRC National Survey of Health and Development (<http://www.nshd.mrc.ac.uk/>). This is the first UK national birth cohort that has followed up individuals since 1946.
- Avon Longitudinal Study of Parents and Children (<http://www.alspac.bris.ac.uk/>) is a contemporary birth cohort that has very detailed phenotypic data and a very rich source of biological samples, including cell lines on parents and offspring.
- The Danish National Birth Cohort (<http://www.ssi.dk/sw9314.asp>), which was set up between 1997 and 2002, is one of the largest birth cohorts in the world.
- The International Journal of Epidemiology (<http://ije.oxfordjournals.org/>) regularly publishes cohort profiles. Some of these will be directly relevant to life course studies.
- The following website is about improving the quality of health research and useful collates reporting guidelines such as CONSORT, STROBE, STARD, QUORUM, and MOOSE (<http://www.equator-network.org/index.aspx?o=1032>), which is helpful for students.
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Chapter 10

Pharmacoepidemiology

Susan Jick

Introduction to pharmacoepidemiology

The approach to teaching pharmacoepidemiology presented in this chapter focuses primarily on techniques for conducting drug safety studies. These techniques, however, can also be applied to pharmacoeconomic and outcomes research studies, since the important principles covered in the drug safety area also form the foundation for other types of drug studies. The teaching is targeted towards students of epidemiology, as the principles involved are fairly advanced and would be difficult to cover in an undergraduate class.

Teaching objectives

Students completing this course should be able to review critically the literature in the drug safety area as well as design simple drug safety studies.

Teaching content

As with any discipline, it is important to first set out the basic principles and methods relevant to the field of study. In drug epidemiology, as in other areas of epidemiology, understanding the basic methods of clear case and exposure definition are critical to the success of a study. However, in pharmacoepidemiology, providing clear definitions is more complex than in classical epidemiology. First, drug exposures vary greatly; that is, drug use can often change within a single individual, and each drug is taken differently and therefore requires distinct exposure definitions and considerations. Thus, exposure can be difficult to define precisely. Second, the outcomes in drug safety studies are often associated in some way to the exposure and thus create opportunities for biases that are essential to anticipate and properly accommodate in the study design. Further, in this field, there are many different outcomes that can be induced by drug use; thus, one must be prepared to study many different outcomes, each of which has its own study design implications. This chapter attempts to provide the necessary material to identify the issues related to study design and to teach the methods essential to the conduct of a well-designed drug safety study.
Teaching method

I begin this course by discussing how formalized studies of drug safety were first initiated and by providing past examples of serious drug safety problems such as thalidomide and phocomelia, or isotretinoin and birth defects. There have also been important studies in this area where unintended beneficial effects of drugs have been discovered. The protective effect of aspirin on the risk for myocardial infarction is one example of such a finding (Boston Collaborative Drug Surveillance Program 1974). There are also many recent drug safety issues that many people will be aware of. I provide several references of important drug safety issues that have received attention in the medical literature (Avorn 2007; Curfman et al. 2007; Hampton 2007; Rosen 2007). Other topics include but are not limited to the issue of cyclo-oxygenase 2 (COX-2) inhibitors and the risk of myocardial infarction (the Vioxx issue), concerns about the safety of antidepressants in relation to suicide risk, and the cardiovascular safety of drugs used to treat type 2 diabetes. It is also helpful to discuss the different areas of pharmacoepidemiology such as drug utilization, outcomes research, and regulatory issues, as well as drug safety. I focus on the methods of drug safety research in this course but briefly discuss the role of these other areas.

A challenge for every course is to engage the students in the material presented in class. The exercises provided at the end of the chapter have stimulated much excitement and interest in this area of epidemiology and have inspired some very creative and thoughtful responses from the students. I encourage class participation and discussion throughout the course and challenge the students to work through the implications of using the different methodologies presented.

Below are described the key elements of drug epidemiology that need to be taught in order to begin to grasp the scope of the field and to be able to review critically the literature as well as to think about study design. With each element, there is a brief summary of the main points to be made.

Considerations for all drug safety studies

Basis for defining drug/disease relation

In order to properly design a drug epidemiology study, one must first determine the nature of the outcome and the drug to be studied. Students should be presented with the various ways of thinking about drugs and drug effects (H. Jick 1977). There are several ways to think about the exposure and the outcome in drug safety studies. Is the outcome rare or common, serious or mild? Is it a pharmacologic, idiosyncratic, or allergic disorder? Is it a functional, biochemical, or structural problem? Is it caused by short-term use, long-term use,
or both? Is the effect acute, continuous, or delayed? Is the drug newly marketed, recently marketed, or marketed for many years? All of these determinations help to frame the question at hand and consequently lead to the use of the appropriate methodology, exposure and outcome definitions, and data resources. For example, if a drug is not widely used, one will need a very large database to find enough exposed subjects whereas, if the effect is delayed, one will need to follow up study subjects in the long term in order to detect the outcomes of interest. These elements must be sorted out prior to starting a study. The teacher should go through several scenarios to help the students grasp the variety in drug and outcome types. The following are some examples that could be used to help illustrate the importance of the different drug/outcome relations.

In studies of liver disease and antibiotic use you are investigating an acute effect in what is usually short-term drug use. The exposure is common but the outcome (idiopathic liver disease) is rare. The implications of this scenario are that one needs a database with a lot of antibiotic exposure but the follow-up need not be long term. The exposure definition should be current or recent use (recent is defined as being up to forty-five days after discontinuing the drug). One must also be able to determine if the liver disease is idiopathic (i.e. not due to another proximate cause); therefore, access to the original records is required (Derby et al. 1993).

A study of oestrogens and breast cancer has different drug and disease characteristics and would require a very different design. In this scenario oestrogens can be used chronically and breast cancer is a delayed effect. Thus, one would need a database with long follow-up and continuous information on drug use. Exposure would be defined in terms of long-term use, not acute use. Information on switching of dose and hormone therapy would need to be taken into account, and information on potential confounders would be very useful. Cases would need to be defined as first-time or incident breast cancer, with no past history of cancer. Since cancer is not common, a large database would be necessary to find enough cases.

In teaching a class in pharmacoepidemiology, I carefully review the association between the drugs and diseases under investigation. Some safety studies evaluate the relation between a drug that has no clinical relation to the outcome of interest (e.g. antidepressant drugs and liver disease), while other drug–disease relations are more complicated (such as antibiotics and seizures). It is important that the disease under study not be associated with the drug under investigation. Also, the outcome must be idiopathic, that is, not due to another proximate cause. One is interested in discovering possible cases of drug-induced illness in the absence of other apparent causes. If non-drug-induced
illnesses are included as cases, it is likely that a true effect will be diluted or even obscured. For example, in a study of drug-induced liver disease, one must exclude from the possible cases all persons with viral hepatitis, as this is a likely cause of liver disease and is unlikely to be drug induced. See the example presented in Table 10.1.

It is helpful to provide examples of studies that are done incorrectly where a null result or minimally increased risk is found and compare it to a study that excludes non-idiopathic cases and finds a positive association between the drug and the outcome. It is also important to stress the limitations of observational studies of drug effects. Such studies cannot meaningfully evaluate an effect of a pre-existing illness, so that in a study of drug-induced seizures one must exclude all people with a prior history of epilepsy. It is rarely possible in observational studies to determine confidently if a drug causes worsening of seizures or increases the rate of seizures in someone with pre-existing disease. It would be useful at this point to have a discussion of prescribing bias where the teacher should provide (and solicit from the students) examples. One example of this type of bias is found in the study of antibiotic-associated seizures. If a subject already has a seizure disorder, does the receipt of an antibiotic worsen the condition? It is not possible to know if the antibiotic or the illness being treated by the antibiotic is causing the seizure, or if the two are unrelated. To study worsening of disease, one must conduct a clinical trial, as observational studies are inherently biased in ways that would yield uninterpretable results (H. Jick et al. 1998; Ray 1988).

Table 10.1 Example of how the inclusion of non-idiopathic cases in study can lead to false conclusions

<table>
<thead>
<tr>
<th>Exposure</th>
<th>Idiopathic cases</th>
<th>Non-idiopathic cases</th>
<th>Total cases</th>
<th>Number exposed</th>
<th>Rate of idiopathic liver disease (per 10,000)</th>
<th>Rate of all liver disease (per 10,000)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antibiotic A</td>
<td>2</td>
<td>100</td>
<td>102</td>
<td>25,000</td>
<td>0.8</td>
<td>40.8</td>
</tr>
<tr>
<td>Antibiotic B</td>
<td>18</td>
<td>100</td>
<td>118</td>
<td>25,000</td>
<td>7.2</td>
<td>47.2</td>
</tr>
<tr>
<td>Relative risk for Antibiotic B vs Antibiotic A</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>9.0</td>
<td>1.2</td>
</tr>
</tbody>
</table>

* Note that where a non-drug cause of liver disease (non-idiopathic disease) is present, the cases are evenly distributed across the two exposures. When the cases are restricted to the idiopathic liver disease, there are few cases but they are not evenly distributed. If all cases are included in the study, since most liver disease does have another proximate cause, the true effect of Antibiotic B would be diluted by the non-drug-induced cases, and the true drug effect would be missed. Also, note that most cases of liver disease are not idiopathic; instead, cases of liver disease are most often alcohol related or due to viral hepatitis or pre-existing liver disease.
Similarly, it is difficult, if not impossible, to interpret results from observational data when study drugs are used to treat diseases that are risk factors for the outcome under study using observational data. For example, the results of a study of suicide in users of antidepressants would be difficult to interpret, as people on antidepressants are depressed and would be expected to commit suicide more often than those not exposed. Further, it is likely that people taking different antidepressants have varying severity of depression, so the suicide rate would be different among the users of the various antidepressants. It is again helpful to have the students think through the logic in this example and to come up with other examples of such situations.

**Control of confounding**

Confounding is a concern in all epidemiologic studies and is covered in basic methodology classes. However, when I teach this course, I discuss several factors in drug epidemiology studies that must routinely be controlled, or at the very least, evaluated as potential confounders. These are age, sex, geography, and calendar time. Each of these factors is frequently correlated with the incidence of disease and almost always with drug exposure. Drug use changes from one part of the world to another and varies between males and females and among age groups. It also varies over time as new drugs become available. Rates of illness also may vary across these four factors and thus must be taken into account in study design and analysis. Providing examples of these types of variation is useful in demonstrating their potential effects on a study result.

An important technique used to control confounding is restriction. Restriction attempts to remove from a population those subjects who have an inherently higher risk of the outcome, in order to evaluate whether groups of subjects (in a case-control study, cases and controls) who are at the same or closely similar levels of risk for the outcome differ with respect to their exposure under evaluation. For this reason, it is common practice in pharmacoepidemiology to restrict studies to idiopathic cases of a disease under evaluation, in order to assess whether or not an exposure may have a causal association with the disease. Only when the risk of the outcome is comparable between cases and controls is it sensible to consider a causal relationship between an exposure that is more prevalent in the cases than in the controls and the disease of interest. Studies that evaluated the risk of fracture in users of proton pump inhibitors (PPIs) provide a helpful illustration of the difference between using restriction and controlling for confounders in the analytic phase of a study (Yang et al. 2006; Kaye et al. 2008; Gray et al. 2010). In these studies the restricted analyses found no increased risk of fracture in PPI users, while the studies that included all cases found a small increase in risk. The risks diminished when confounders
were controlled in the analyses, but did not reach the null. Review of these studies should lead to productive discussions of the different strategies for controlling confounding.

Confounding by indication

Confounding by indication is a bias that occurs when the drug of interest is selectively used or not used by those who develop the outcome of interest. This occurs when the drug is used to treat a disease that is in the causal pathway of the outcome of interest. For example, antihypertensive medications are used to treat hypertension, which is a strong risk factor for myocardial infarction. Therefore one would expect the risk of myocardial infarction to be higher in people with hypertension because of the underlying disease, not because of the exposure to the antihypertensive drug. This bias presents some of the stronger challenges in pharmacoepidemiologic studies and should be discussed thoroughly in class (Walker 1996).

Here again, working through examples will help the student grasp the nature and importance of this form of bias. Another example is found in the study of cimetidine and gastric cancer, as people with early symptoms of gastric cancer are likely to receive cimetidine to treat the symptoms. This is also known as protopathic bias. In this instance, if confounding by indication is not adequately controlled, then the researchers might incorrectly conclude that there is a positive association between the drug and the disease (Schumacher et al. 1990). Figure 10.1 provides a description of such a scenario. In this situation the problem can be solved by moving the index date, thus the date before which all exposure is assessed in this case-control study, back two years so that all drug
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Fig. 10.1 Study design consideration to avoid confounding by indication. Note that if you assess exposure prior to disease onset, there is no difference in exposure between the cases and controls. However, if you look at exposure just prior to the disease diagnosis, there will be an association between the drug and the disease. This is not because the drug causes the disease but because the drug is used to treat the early symptoms of the yet-to-be diagnosed disease.
exposure would occur before onset of the disease of interest. This is also a good example of the importance of being sure that exposure precedes disease onset.

It is not always possible to control for confounding by indication, and some studies simply cannot be done or, if they are done, the results are not interpretable. When I teach this, I always describe a study that is subject to confounding by indication and then describe the proper methodology to avoid the problem (Schumacher et al. 1990). It is also helpful to work through the result that would be obtained if the proper methodology were not employed.

**Exposure ascertainment**

Another challenge in the area of pharmacoepidemiology is to obtain accurate and complete exposure information. The classic way to obtain the data is to ask people what drugs they have taken. It is very revealing to ask students in the class what drugs they have taken in the past three years, how long they took the drug, and what the dosage was. The point of this exercise is to demonstrate how difficult it can be to find reliable exposure information. It is then helpful to work through examples that illustrate the effects of misinformation on a study result. I like to go one step further and describe the importance of procuring complete data on exposure. It is not helpful to have information on drug use collected at one point in time ten years prior to the outcome under study. For most studies, drug exposure data must be collected continuously over time and must reflect all details of drug use, such as starting and stopping the drug, changing dose, or switching to a similar drug, up until the diagnosis of the study outcome. Most often, current use is the exposure of interest, though as discussed earlier, this is not always the case. It is important *not* to look only at ever-use compared to never-use, since ever-use would include someone who received one prescription for a drug many years prior to the index date as well as someone who was heavily exposed. These exposures should not all be considered as equivalent. It is helpful to provide examples of studies that do not have complete drug information and to discuss the implications for the study results.

A monumental improvement in drug safety studies occurred when electronic drug data became available. Detailed data on drug use are now available in many data resources including drug name, route of administration, strength, quantity prescribed, and dates of dispensing or prescribing. While these data are a major advance in this area, not all studies have access to these prospectively recorded drug details. In the absence of these drug details it is important to recognize the limitations of drug exposure data. An example can be seen in a study by Tamimi and colleagues (2006). In this study, in some of the questionnaires women were asked specifically about prior hormone use, including testosterone use, while in others testosterone was not mentioned but women were
asked to record any ‘other’ hormones taken (in addition to oestrogens), and the use of oestrogen plus testosterone (E + T) was not distinguished from the use of oestrogen plus testosterone plus progesterone (E + T + P). Due to the suboptimal recording of drug exposure data, the reported small increase in risk for E + T use could, in fact, reflect an excess in risk generated by progesterone. This assumption is supported by the fact that the researchers found that the effect of E + T was higher in women with a natural menopause (who would take E + T + P to prevent an increased risk of endometrial cancer) compared to women with surgical menopause (who would take E + T with no P). The results of a study of the same topic (S. Jick et al. 2009) also support this hypothesis; that is, the results indicate that E + T + P is associated with an increased risk of breast cancer while E + T alone is not. This example illustrates the importance of careful exposure ascertainment and definitions.

Considerations for cohort studies

Timing is another consideration in ascertaining exposure. It is critical that the exposure precede the outcome and, while this sounds obvious, the correct timing is not always applied. This is most often a problem when studying chronic disease when the timing of disease onset is not known. Researchers must allow for the lag between disease onset and disease diagnosis. Looking at exposure duration is important in these situations, as a duration effect should be seen if the relevant exposure window has been correctly defined. If there is an effect of short duration of use on a chronic disease but no effect of long-term use, one should consider the possibility that the association is due to some bias rather than to a causal association between the drug and the outcome. For example, in a study of non-steroidal anti-inflammatory drugs (NSAIDs) in relation to rheumatoid arthritis (RA), one would likely find an increased risk of short-term NSAID use, as people treat the symptoms of RA before they are diagnosed with the illness.

Defining the cohorts

Selecting an exposed cohort and an appropriate comparison group is crucial in the design of a study. It is important for the students in the class to think through the possible ways of defining the study cohorts. It is not always best to compare users of a drug to non-users. There are times when another drug exposure provides a more appropriate comparison. Subjects in the comparison cohort should be as similar to the exposed group as possible, except that they have not received the study drug. For example, in studying the effect of an antibiotic drug, it would be useful to compare the outcome to that of another antibiotic
used to treat the same conditions. In this way, one controls for the presence of underlying disease (the indication for drug use), which could be associated with the outcome under study. Sometimes a non-exposed cohort is the only possible or reasonable choice for a comparison group (H. Jick et al. 1998). When teaching this class, I always discuss the problems related to exposure definition that arise from changing and discontinuing drug use. Students should think through the design implications of changing exposure status, one of the challenges of pharmacoepidemiology.

Taking the students through a study and discussing the implications of these issues is very helpful in thinking through proper exposure definition. One example that illustrates this point is a study comparing different drugs for the same indication. If one is conducting a study of antidepressants in relation to breast cancer, and a study subject has been exposed to more than one antidepressant in the time before the index date (the date of diagnosis in the case), then how does one classify this subject? Since there can be many different combinations of exposure to the various study drugs, the simple approach is to restrict the study to users of only one of the study drug prior to the index date.

It is important to remind students that people receive drugs to treat medical problems. This means that, by definition, exposed study subjects will all have some medical condition (except in rare circumstances such as women using oral contraceptives). Yet, to be eligible to enter any of the study cohorts, a subject must not have had the study outcome prior to entry into the study. In drug safety studies, one should always look at newly diagnosed disease. In so doing, one is, by definition, excluding anyone who had the disease prior to receiving the study drug. For the same reason, the investigator must exclude people who have predisposing conditions that are present before entry into the study, as these conditions are the more likely cause of any subsequent development of the outcome under study and may influence exposure to the study drug (Garcia Rodriguez and Jick 1994; S. Jick 1998). This is discussed further in the section 'Considerations in case-control studies'.

**Defining the exposure window**

The appropriate windows of exposure must be determined for each new study separately, as it is dependent on the outcome under study and the drug under investigation. In this class, I like to go through different scenarios to be sure that the students understand how the exposure window relates to the outcomes. For acute outcomes such as liver disease, renal disease, serious skin diseases, etc., a short window such as forty-five or sixty days following discontinuation of therapy is appropriate (Derby et al. 1993). However, if one is studying the association between a drug and a delayed outcome such as cancer or cataracts, then one
might need to look at all time after exposure, taking into account duration of use, recency of use, cumulative dose, etc. (H. Jick et al. 1979; S. Jick et al. 2001).

**Expressing exposure and accounting for follow-up time**

Students should have some familiarity with the different ways of expressing exposure. Exposure can be described in terms of person-time of exposure or as counts of people exposed versus non-exposed. Each method is based on different assumptions. It is helpful for the students to grasp these differences by giving examples. In order that use of person counts be a valid approach, there must be comparable follow-up for all study subjects. This would apply in the study of an acute effect of an antibiotic, for example, where each person is followed for only forty-five days. However, in a study of a chronically used drug, use will stop, start, change over time, and vary from one person to another. In this situation, the contribution of each individual can be accumulated using person-time.

**Considerations for case-control studies**

**Selection of cases and controls**

In any drug safety study it is important to select cases with a newly diagnosed illness that has no other apparent non-drug cause. One is not interested in studying prevalent disease. Said another way, if a disease is present prior to receipt of the drug, then there is no possibility that the drug caused the disease and therefore that person should not be included as a case. Similarly, if a subject has another proximate cause present for the illness of interest that is the most likely cause of the outcome, then that person should not be included as a case (H. Jick and Vessey 1978). For example, in the case of a person who has just had surgery and develops a venous thromboembolism, the illness is most likely a result of the surgery and the drug should not be considered as a possible cause. Here, again, it is helpful to demonstrate to the students the importance of this lesson by providing examples and showing how the results differ when all cases are included, instead of only idiopathic cases (see Table 10.1). Case selection should always be accomplished without knowledge of the subject’s exposure status in order to avoid biased case selection.

When selecting controls, any exclusion criteria applied to the cases must also be applied to the controls. In other words, the base population from which the controls are drawn should be properly selected so that the cases and controls are equally likely to be exposed to the study drug in the absence of a drug effect. For example, if studying oestrogens and endometrial cancer, all women in the study population from whence cases and controls are drawn should have an intact
uterus. A woman without a uterus could not become a case, nor does she have the same likelihood of being exposed to oestrogens.

It is often helpful to match controls to cases on age, sex, and location to facilitate the control of these potential confounding factors. In addition, matching the index date of the case to a set of matched controls achieves control of calendar time in an efficient manner. It should be noted, however, that once matched on a factor, the independent effects of that factor cannot be evaluated in the analysis, and the analysis must take the matching into account.

Selection of controls in a drug safety study should be discussed in depth with the students. It is helpful to go through several examples to illustrate the principles involved here. If one is selecting controls from a hospital population, it is important that the controls not be admitted to the hospital for a reason related to the outcome or the exposure under study. For example, in a study of oral contraceptives and breast cancer, it is important that controls not be selected from a cardiovascular ward, as these women are less likely to be taking oral contraceptives since women with cardiovascular problems are selectively not prescribed the drug. Selecting controls from this population would bias the likelihood of exposure in a way that could create a spurious positive association between oral contraceptives and breast cancer. Similarly, it is important that the controls not be more likely to be exposed to the drug of interest. For example, if one were studying the association between antidepressants and convulsions, one would not select controls from the psychiatric ward, as they would be more likely to be taking antidepressant medications. It would be appropriate to select controls from among those who were admitted for a condition that was unrelated to any psychiatric or neurological problem (see H. Jick and Vessey 1978 for a more thorough discussion of this topic).

**Expressing exposure**

In a case-control study, exposure is assessed for each case and each control for the period of time prior to the index date. Subjects are categorized into a predefined set of exposure categories such as current user, past user, non-user, etc. Exposure can then be further divided into categories of duration of use or dose. It is useful to discuss how to define the different exposure, dose, and duration categories, and to illustrate how the definitions would change for different drug-disease relations. For example, in studies of antibiotics, most use is very short duration; however, it would be important to consider different daily doses, since some adverse events are strongly dose related. In a study of an NSAID in relation to cancer, one should look at the duration of use, the number of prescriptions received (since one does not necessarily use NSAIDs continuously and this would capture how much the NSAID was used during the total
duration of use), and daily dose of the NSAID. Total cumulative dose could also be assessed, as well as time from first and last NSAID to the index which may also be important in this type of study. A study by Khurana et al. (2007) of statin use in relation to the risk of lung cancer provides an instructive example of the importance of controlling for calendar time when assessing exposure by, for example, assigning the index date of each case to the matched controls. In this study each case’s exposure was determined based on exposure prior to the index date (date of diagnosis), while, for each control, all exposure up to the end of the patient record was used to determine exposure status. As a result, controls had longer exposure opportunity than cases and therefore more exposure, an observation that explains the resulting protective effect of statins on the risk for lung cancer. This is another example that illustrates the importance of careful exposure definition and ascertainment.

**Defining exposure windows**

Exposure windows in case-control studies have the same considerations as those in cohort studies. Depending on the outcome under study, one may be interested only in exposures that occurred in the forty-five or sixty days prior to the index date, or in the time years prior to the index date; alternatively, one may be interested in knowing about all study drug exposure prior to the index date.

**Drugs in relation to congenital anomalies**

The study of congenital anomalies in relation to drug exposures has special considerations. A congenital anomaly, strictly speaking, is a prevalent condition. However, it remains true that one is interested in studying exposure to drugs that occurs prior to the development of the anomaly in utero. If a woman takes a drug in the third trimester of pregnancy, after the foetus has developed, that drug could not be responsible for causing spina bifida, for example, as the neural tube had already been formed at the time of exposure. In general, one would like to know of all exposures that occurred just prior to conception and during the first trimester of pregnancy, when the development of the body organs and limbs occurs. The exposure that occurs at the time the anomaly becomes manifest (at birth) is not relevant to the etiology of the outcome. This can pose a problem for ascertaining accurate exposure information, since the exposure occurred long before the outcome was known. The issues here are not unlike the issues present in studies of cancer and other chronic diseases where there is a delay between exposure and diagnosis of disease. A discussion of which data resources would best be suited for these studies is helpful in thinking through these issues.
Data resources

I like to describe and discuss with my students some of the resources that are available for conducting drug safety research. Today, there are many resources available but below are some that have been used repeatedly and have been shown to be of high quality for this kind of research.

Ad hoc studies

Some studies are designed to address safety issues for a specific drug or set of drugs. The Oxford Family Planning Association Contraceptive Study is one such example. In this study, there was interest in evaluating the long-term effects of oral contraceptive pills. A group of women who took oral contraceptives was followed over a long period of time and compared to a group of women who used other contraceptive methods. The study required identifying and interviewing many women and then following them and repeatedly interviewing them over time to maintain accurate records of exposure and outcome information (Vessey 1998). Other similar studies exist but there are few that were designed specifically to study drug effects.

Electronic and administrative data resources

In the past three decades the use of automated or administrative data for conducting drug safety studies has increased greatly as more electronic data resources have become available (H. Jick 1985). In the late 1970s data from Group Health Cooperative of Puget Sound in Seattle, Washington, was first used to study drug/disease associations. Other automated databases, including the Saskatchewan Health database, other health maintenance organization data resources such as the Kaiser Permanente database and the Health Maintenance Organization Research Network database, the Clinical Practice Research Datalink (formerly known as the General Practice Research Database), and various Medicaid/Medicare databases, among others, have since been used regularly for the study of drug effects (H. Jick et al. 1984; Strand 1985; Ray and Griffin 1989; H. Jick et al. 1991; Malcolm et al. 1993; Lanza et al. 1995; also see <http://www.cprd.com>). US based insurance claims databases including PharMetrics/IMS and MarketScan have also seen increasing use in the area of drug safety research (S. Jick et al. 2006). In addition, government data resources from Europe have been used more frequently; some examples of these include the Dutch Integrated Primary Care Information Database (ICPI) and the Danish registries (Sorensen and Larsen 1994; Vlug et al. 1999; Ehrenstein et al. 2010). The advantage of these databases is that they contain information prospectively recorded on virtually all prescriptions used by individuals covered in the
database. As a consequence, one is not dependent on the expensive and time-consuming job of recording by hand all drugs used by an individual, as in a prospective paper-based study, nor is one relying on subject recall of drug use (as in a retrospective study), which may be of questionable validity (Klemetti and Saxen 1967). These databases also have complete information on outcomes. In some databases there are only hospitalized outcomes, while others have both inpatient and outpatient diagnoses. Finally, these databases cover many patients, and previous limitations on sample size are now less of a concern.

Some data resources include long-term follow-up of patients and are thus appropriate for use in the study of delayed outcomes, while other resources have short average follow-up and thus their utility is limited to studies of acute outcomes. There are other important differences between the databases that must be considered when choosing the ‘best’ data resource for a particular question. For example, access to the original clinical records for purposes of data validation is possible in some data resources but not others. Another important difference to consider is the motivation for data recording. In the Clinical Practice Research Datalink (CPRD) database, the data comprises the physicians’ medical record for each patient; thus physicians are motivated to keep complete and accurate records. In contrast, in claims databases information is entered based on reimbursement considerations, not for the sake of keeping a complete and accurate medical record. These factors can have an effect on the accuracy and completeness of the information present in the database; that is, accuracy of outcome recording differs between databases. Other considerations include the availability of the drug of interest in each database, and age restrictions that may have implications for the study in question. Some databases are restricted by a formulary in the insurance plan or by the country of origin. The size of the database, the frequency of use of the drug of interest, as well as the frequency of the outcome are all additional considerations in database selection. While not all databases are appropriate for all studies, the availability of these data resources has revolutionized research in this area, making studies less expensive and faster to complete, and allows the conduct of studies that were not previously feasible.

Analysis and interpretation of results

If a study has been designed properly, the analysis is often straightforward. One must always control for confounding, as discussed in ‘Control of confounding’ and ‘Confounding by indication’, even if it has been controlled in the study design by matching. It is often important to consider dose and duration of use in the analysis of a study. If there is only a slight increase in the overall risk of an
outcome relative to a drug, it is possible that the risk is limited to those in a subgroup of the exposed, such as those with long-term use, high-dose exposure, or some other factor. Other subgroups should also be evaluated when relevant, such as older subjects (or younger), etc.

If a positive association is found between a drug and an exposure, one has to ask if the association is causal or if it is due to some other factor(s) such as confounding, bias including confounding by indication, poor study design, or improper analysis. Students should understand the particular difficulty of assessing causality in conducting drug safety studies, where there is often a question as to the role of the underlying disease being treated. Also of importance are questions of comparison group selection. Was the comparison group chosen properly to avoid selection bias? Was exposure assessed in the same way for the cases and controls? Were the exposed and non-exposed defined properly? Was the analysis properly conducted? Is there another explanation for the association that is not causal? For example, in a study of inhaled corticosteroids and the development of cataracts, could an association with heavier use and cataract be due to the drug or could it be that more severe asthma is itself associated with increased risk for cataract? Students should think through these possible explanations carefully.

As with all epidemiologic studies, a null result must also be interpreted with the appropriate considerations, including misclassification of exposure, negative confounding, or as mentioned above, misclassification of the outcome. In drug studies in particular, the source of information on exposure can be more or less subject to misclassification. It is helpful to have the students think through the effects of biased and random misclassification of exposure. For example, if you have incomplete exposure information because you only have information obtained at one interview five years prior to the outcome under study, it is likely that many people who were exposed at that time have stopped using the drug under study and that others who were unexposed at interview have since taken the drug. This would result in some people being misclassified as unexposed and some people who may have been exposed only long ago being incorrectly considered exposed at the index date.

Assessing students’ achievements

Below are some exercises, the product of which provides the teacher with good information on a student’s grasp of the material covered in the course. One such exercise is to provide the students with several published studies on the same topic for which the result is not consistent across the studies, such as, for example, the risk of venous thromboembolism in users of oral contraceptives
(e.g., Dinger et al. 2007; Seeger et al. 2007; Lidégaard et al. 2009; van Hylckama et al. 2009; S. Jick and Hernandez 2011) or the use of COX-2 inhibitors and the risk of myocardial infarction (e.g., Bresalier et al. 2005; Graham et al. 2005; Hippisley-Cox and Coupland 2005; Andersohn et al. 2006; H. Jick et al. 2006).

Have the students review each article and compare the critical methodologic components across the studies: study design, study population, exclusion criteria, exposure and outcome definitions, selection of cases/controls or exposed/non-exposed, data resource, control of confounding, analysis, results, and interpretation. The students who more thoroughly grasp the material will uncover more subtle and critical differences in the studies, while others will demonstrate a more superficial understanding of the findings.

Some of the key differences in the venous thromboembolism studies relate to the selection, validation, and definition of cases, particularly the inclusion of non-idiopathic cases in some studies. See the paper by Stolley et al. 1975 for an excellent demonstration of the importance of excluding non-idiopathic cases. In the COX-2 studies, differences are present in both the definition of the outcome (any myocardial infarction, vs any incident myocardial infarction, vs idiopathic myocardial infarction, vs non-idiopathic myocardial infarction) and in the definition of exposure. The exposure definitions vary greatly in relation to the relevant exposure windows: current, recent, and ever-use, definition of the reference group, and the evaluation of duration and dose. The implications of these study design differences on the different results should be explored and discussed.

Another exercise is to provide a study topic and ask students to select the most appropriate database (and the reasons why) and to design a study to best answer the question at hand. Students should indicate why they chose their particular study design, including case, exposure and referent definitions, and data resource. Possible topics could include studies of NSAIDs and renal stones, cholesterol-lowering agents and cancer, oral hypoglycaemic drugs and liver disease, or COX-2 inhibitors and gastrointestinal bleed. Each study has its own methodologic complexities that will challenge the students to employ the techniques taught in class. Selection of the appropriate comparison groups is always critical in these studies to control for confounding by indication.
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Introduction to nutritional epidemiology

Diet has long been thought to have important impacts on human health. Roughly one-third of cancers and an even higher percentage of cardiovascular diseases are thought to be diet related but the specific aspects of diet responsible have been less clear. Many other conditions previously not thought to be diet related, including birth defects, cataracts, renal stones, and other degenerative conditions, have also been found to have dietary etiologies. Nutritional epidemiology is a relatively new branch of epidemiology and focuses on understanding the relation between diet and long-term health and disease. Our understanding of biologic mechanisms remains far too incomplete to predict confidently the ultimate consequences of eating a particular food or nutrient. Therefore, epidemiologic studies directly relating intake of various dietary components to risk of disease among humans, complemented by laboratory investigations and mechanistic studies, will play a critical role in guiding individual food choices and public policy.

In the 1980s a major expansion of the literature in nutritional epidemiology occurred and a firmer quantitative basis for this field developed. In particular, the substantial variation in diet among individuals was quantified in many populations, standardized dietary questionnaires were developed for large epidemiologic studies, and the ability of these questionnaires to measure diet was documented. Many of the major questions about diet and disease remain unresolved but the foundations for obtaining such information became relatively well established. Thus, a strong basis was created for formal courses on the topic of nutritional epidemiology.

Any teaching activity should take into account the background and interests of the students. The basic nutritional epidemiology course that we teach assumes students have already taken introductory epidemiology and biostatistics courses or have had equivalent experience. The depth is greater than would
usually be appropriate for medical students or students pursuing a master’s degree in public health, unless they have a special interest in this topic.

Among the various audiences are researchers actively engaged in studies of diet and disease, and other persons who are attempting to read and interpret published epidemiologic reports related to nutrition. Many epidemiology students whose primary interest is not nutritional epidemiology often take our course because diet needs to be considered in almost any field, if nothing more than as a potential confounding variable or effect modifier. Potential students may include those who are simply interested in the most up-to-date knowledge about diet and health. In general, I discourage such students from taking a methodologic course in nutritional epidemiology, as the substantive knowledge is changing rapidly and an emphasis is therefore appropriately given to fundamental methodologic issues. The course I have taught and will describe here specifically does not address problems of undernutrition in developing countries. That topic has a long tradition, mainly based on anthropometric measurements, and is covered elsewhere in our School of Public Health. Nevertheless, students interested in such problems can gain much by a general course in nutritional epidemiology because the current methods can be applied to problems of undernutrition in children.

In the early 1980s a single course could almost exhaustively cover the area of nutritional epidemiology because the literature was limited. However, as in any field, further development moves the methodologic frontier more distant from the level of knowledge needed by someone entering the field. Thus, teaching a course that serves both as an introduction and as an up-to-date account of new developments becomes increasingly challenging. For this reason, we are now teaching both an introductory basic course for those entering the field as well as an advanced level course that covers emerging methodologic issues in more detail.

Many epidemiology students find nutritional epidemiology to be useful in a wider epidemiologic context because many of the issues are not traditionally covered well in basic epidemiology curricula. For example, most exposure measurements in epidemiology courses are considered as categorical variables, whereas in nutrition most exposure variables, as well as many outcome variables, are continuous. As another example, measurement error and corrections for measurement error are generally not included in our primary epidemiology curriculum. As much of the work in this area has emanated from nutritional epidemiologic problems, this topic is covered in our course but the principles have wide application throughout epidemiology. Thus, one of the course objectives is to reinforce epidemiologic principles that apply to other areas of our broader field.
Teaching objectives

Students who complete our introductory course in nutritional epidemiology should

1. be familiar with the basic concepts in this field;
2. be able to read and interpret critically published articles relating diet to disease; and
3. be able to conduct basic analyses using dietary data, including adjustment for total energy intake and de-attenuation of correlation coefficients, and interpret findings from both a statistical and biological perspective.

Format

Our course in nutritional epidemiology consists of four major components: lectures, readings, data collection experiences, and computer problem sets. The mix of these would appropriately depend on the time allotment and student background. Ordinarily, the introductory course is given as sixteen two-hour periods, plus individual work on data collection and computer analysis. About half of the lecture sessions are devoted to methodologic issues in the measurement and analysis of dietary data and are illustrated with relevant examples. The second half of the course uses substantive topics in nutritional epidemiology to reinforce the principles.

As usual, a lecture format is optimal when the class size is sufficiently small to allow interaction when students have done preparatory readings. For our teaching, we have used my textbook, *Nutritional Epidemiology* (Willett 2013), as the primary material, which is supplemented by readings of original reports. For the substantive chapters, which rapidly become out of date, the book is used as a summary of thinking on a topic as of 2013, and more recent papers are used to illustrate the evolution of insights. The other major textbook in this field is by Margetts and Nelson (1997).

Data collection by students has involved the keeping of multiple 24-hour recalls, diet records, and the completion of a food frequency questionnaire. Students enter and analyse their own diet record and 24-hour recall data using nutrient analysis software (currently we use a free online programme (<http://www.nutritiondata.com/>)). The food frequency questionnaire is scanned and analysed by our standard procedures. Individual and summary reports for the class are returned to the students and serve as the basis for a discussion about sources of error.

The computer problem sets provide students with actual experience in manipulating nutritional data; the topics relate to specific issues that are discussed in the
lectures and readings. Typically, students have found this to be one of the most valuable aspects of the course, as this requires an understanding of the methodological issues and provides students confidence that they are able to analyse information appropriately. The major problems deal with the analysis of within- and between-person components of variation in diet, validation of a food frequency questionnaire, examination of the relation between dietary intake and blood levels of nutrients, and correction of correlation coefficients for measurement error. These will be discussed further in the relevant topics below. Students are usually required to turn in the primary computer output and a discussion of the results incorporating both the biological and statistical considerations.

**Teaching content**

In the following sections, the major lecture topics will be discussed and the most important points noted. The abridged syllabus is shown in Table 11.1.

<table>
<thead>
<tr>
<th>Session</th>
<th>Overview</th>
<th>Sources of variation in the diet (chapters 1 and 3) Introduction to computer assignments (Hand out homework 1) Readings: Beaton et al. (1979)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Session</td>
<td>Overview</td>
<td>Dietary methodology: food frequency (chapters 2 and 5) Dietary methodology: validation (chapter 6) Dietary assessment assignment Readings: Willett et al. (1985)</td>
</tr>
<tr>
<td>Session</td>
<td>Overview</td>
<td>Body composition/anthropometry (chapter 9) Obesity and mortality Readings: Willett et al. (1999); Flegal et al. (2005)</td>
</tr>
<tr>
<td>Session</td>
<td>Overview</td>
<td>Dietary methodology: 24-hour recalls and diet records (chapter 4) (Homework 1 due; hand out homework 2)</td>
</tr>
<tr>
<td>Session</td>
<td>Overview</td>
<td>Meaning and analysis of total energy intake (chapter 11) Readings: Willett et al. (1997)</td>
</tr>
<tr>
<td>Session</td>
<td>Overview</td>
<td>Dietary methodology: nutrient database (Homework 2 due; hand out homework 3)</td>
</tr>
<tr>
<td>Session</td>
<td>Overview</td>
<td>Introduction to regression analysis of nutrient Review of homeworks 1 and 2</td>
</tr>
<tr>
<td>Session</td>
<td>Overview</td>
<td>Correction for measurement error (chapter 12)</td>
</tr>
<tr>
<td>Session</td>
<td>Overview</td>
<td>Biochemical assessment of nutritional status (chapter 8)</td>
</tr>
<tr>
<td>Session</td>
<td>Overview</td>
<td>Data analysis and presentation in nutritional epidemiology (chapter 13)</td>
</tr>
<tr>
<td>Session</td>
<td>Overview</td>
<td>Folic acid and neural tube defects (chapter 20) (Homework 3 due; hand out homework 4)</td>
</tr>
<tr>
<td>Session</td>
<td>Overview</td>
<td>Diet and heart disease (chapter 19) Readings: Shekelle et al. (1981); Hu et al. (1997)</td>
</tr>
</tbody>
</table>
Overview

Nutritional epidemiology is introduced as essentially a subdivision of epidemiology, with diet as the exposure and disease as the outcome. However, this field is unusually complex because of the many dimensions of diet representing many correlated variables and likely interactions with other nutrients, genetic factors, obesity, and physical activity.

The first session is devoted to an overview of nutritional epidemiology. A brief historical background is provided. The historic role of international ecological studies in nutritional epidemiology is emphasized, as well as the potentially large and often intractable problems of confounding in such studies. The further development of nutritional epidemiology was hindered by the conventional wisdom that there was no heterogeneity in diet within populations and that individuals could not remember what they had previously eaten. A large amount of this negativity arose because of the inability to document correlations between dietary intake of cholesterol and serum cholesterol. There are several reasons for this minimal correlation, the most important being that serum cholesterol is heavily controlled by homeostatic factors, and a substantial part of the between-person variation appears to be under genetic control. Thus, at most, very weak associations between diet and serum cholesterol should be expected. Furthermore, most studies of diet had used only a single 24-hour recall, which necessarily provides a poor assessment of usual intake because of large day-to-day variation. Thus, the focus on serum cholesterol as the criteria for validity of dietary assessment methods was highly unfortunate.

In addition to ecological studies, the importance of migrant studies and secular trends in the development of nutritional epidemiology is emphasized. Importantly, such studies indicate that the primary determinants of disease rates of cancer and cardiovascular disease are primarily due to non-genetic factors. The role of case-control and cohort studies in nutritional epidemiology is also discussed. The problem of bias in case-control studies of diet is particularly
substantial because of the modest relative risks that are to be expected and the sensitivity of relative risks to even small degrees of bias due to differences in recall between cases and controls or selection of unrepresentative controls. Cohort studies are primarily limited by feasibility because of the large sizes and the long duration of follow-up that are typically needed.

Uncertainty about temporal relationships between exposures and occurrence of disease poses great challenges to epidemiology, including nutritional epidemiology. For example, evidence that birth weight (Michels and Xue 2006), adiposity at ages five and ten (Baer 2005), and rate of height gain during adolescence are associated with breast cancer incidence suggests effects of nutrition before birth and during childhood; however, associations with weight gain and loss after menopause (Eliassen 2006) also indicate that nutritional factors can act late in life. Rarely can a single study address the potential effects of diet throughout the life cycle. Rather, evidence will usually need to be pieced together from studies beginning before birth and during childhood in relation to intermediate risk factors, studies of adults using data on diet during childhood assessed retrospectively but with disease incidence evaluated prospectively (Linos et al. 2008), and prospective studies of adults enrolled at various ages (Kim et al. 2006). Analytic approaches to investigate different temporal relationships are discussed in session 10 of the lectures.

The role of controlled trials in nutritional epidemiology is also discussed. Again, feasibility is a major issue, in part because of the problem of maintaining high levels of compliance over long periods of time, uncertainty about the relevant follow-up period, and the large sample sizes required to test most hypotheses. Because of the impossibility of testing most diet and disease hypotheses in randomized trials, the importance of sound observational study design is obvious.

Food and nutrients

In this section, the complexity of human diets is examined. The foods we consume each day contain thousands of specific chemicals, some of which are known and well quantified, and others that are poorly described or not even measured. These dimensions of diets include the essential nutrients (including minerals, vitamins, lipids, and amino acids), major energy sources (proteins, carbohydrates, fats, and alcohol), additives (nitrates, salts, colouring agents, etc.), agricultural contaminants (pesticides, herbicides, fungicides, and growth hormones), microbial toxin contaminants (aflatoxin being a classic example), inorganic contaminants (including lead, cadmium, and PCBs), chemicals formed in the cooking or processing of food (various mutagens, *trans* fatty
acids for example), natural toxins (including a plethora of phytochemicals that plants have developed through evolution to deter insects and diseases), and other natural compounds (for example, the constituents of normal cell structures). Available databases allow intakes to be estimated for only a small fraction of these various constituents of foods, mainly the essential nutrients and energy sources.

The value of examining both foods and nutrients in relation to disease risks is addressed. If a specific nutrient is a cause or preventive factor for disease, the most powerful relationship will be achieved by examining this nutrient. Nevertheless, confidence in causality can be increased if major food sources of that nutrient are also similarly related to risk of disease. On the other hand, an examination of foods may be revealing because the important dietary constituent may not be represented by any calculable variable. Moreover, foods are always complex mixtures and their relationship to disease risk cannot necessarily be predicted by examination of a single constituent. Because dietary advice will often be made on the basis of foods, it will be important to examine intake of specific foods directly in relation to disease risk. Thus, there is great value in examining foods and nutrients simultaneously in relation to disease outcomes.

**Food composition data sources and computation systems**

The calculation of nutrient intakes from data on food consumption requires a food composition database. The underlying assumption in this calculation is that the nutrient content of a specific food does not vary from one sample to another. Naturally, this is never completely true because the composition will depend on many factors, including the growing and harvesting conditions, the variety, the degree of maturity, and factors in the processing, storage, and cooking. In most cases this is not a serious problem; however, in some instances, the variability may be so great that calculations become useless. Selenium is a classic example, as the content in food can vary over a hundred-fold, depending on the soil in which the food was produced.

Considerations in selection of databases are reviewed in this session of our course. Key points are that the food composition be as accurate and up to date as possible, that uniformity in the determination in nutrient composition across foods is desirable for each specific nutrient, that the database is comprehensive in the scope of foods because all foods reported must be assigned nutrient values, that the specificity is adequate for nutrients that will be evaluated (for example, the composition of margarines can vary dramatically, depending on
the type of oil used and the processing), and that the range of nutrients included should be as comprehensive as possible. In the US, the Department of Agriculture maintains the most comprehensive system overall but, for many dietary variables, this will need to be supplemented with further information. For other countries, investigators will need to determine the most appropriate food composition sources.

In addition to a food composition database, computer software will be needed for the computation of nutrient intakes from dietary data. For food frequency questionnaires, investigators will generally need to assemble their own corresponding database to match the foods that are included on their questionnaire. For more open-ended methods such as 24-hour recalls or dietary records (see ‘Short-term dietary assessment methods: 24-hour recall and food records’), more extensive database systems are required. Fortunately, a wide variety of options are now available that can aid in the efficient analysis of dietary information.

**Nature of variation in diet**

An understanding of the sources of variation in dietary intake is essential for nutritional epidemiologists. In addition to the relevant chapter in *Nutritional Epidemiology*, students are asked to read the classic paper by Beaton et al. (1979) on this topic.

For most individuals, nutrient intake varies tremendously from day to day. In some circumstances, particularly in developing countries where food availability changes dramatically by season, this can also be a major source of variation. The most important implication is that a single 24-hour recording of food intake, no matter how accurate, will generally be a poor representation of a person's average long-term intake. Moreover, the degree of variability differs dramatically from one nutrient to another. Only for total energy intake is there potent physiologic regulation to dampen day-to-day variation. Thus, variability is lowest for total energy intake and next lowest for the major contributors to energy intake, specifically, total fat, carbohydrate, and protein. Minor constituents of the diet are much less constrained; for example, the day-to-day variability in vitamin A or cholesterol can be extremely large. Because the absolute intake of nutrients is in part determined by total energy intake, the composition of diets (intakes adjusted for energy intake, discussed further in 'Implications of total energy intake for epidemiologic analyses') can be considerably more variable than for absolute intake.

The implications of large day-to-day variability for epidemiologic studies are also reviewed. These include that observed distributions based on single 24-hour
recalls are much broader than the true distributions of long-term individual intakes. Also, measures of association such as relative risks, and correlation and regression coefficients are biased toward the null. As part of this topic, students receive a problem set with multiple days of 24-hour intake and conduct an analysis of variance to partition the within-person and between-person components of variance for several nutrients.

**Short-term dietary assessment methods: 24-hour recall and food records**

In this section the process of collecting 24-hour recall and diet record data is described by a dietician experienced in these methodologies. The advantages and disadvantages of 24-hour recall and diet record methods are reviewed, a particular advantage being that there is no constraint placed on the food data and no assumptions made about ways of consuming foods or portion sizes. A strength of the 24-hour recall method is that it does not require literacy or any substantial effort on the part of participants. On the other hand, an advantage of food records is that this method does not depend on memory, and quantities can actually be measured and weighed directly at the time of recording. However, diet record collection requires a highly motivated and literate participant.

For both of these methods, the effort in collection and processing of dietary data is large, and this has generally precluded these methods in large prospective studies. Recently, web-based 24-hour recalls have become available, which greatly reduce the cost and may make this methodology useful in a broader range of applications. These short-term methods only provide information about current diet and thus may not be relevant in case-control studies, where past diet is usually of interest. A major role of 24-hour recalls and diet records in nutritional epidemiology is for the validation of food frequency questionnaires. Also, for description of group means or for cross-cultural comparisons, 24-hour recall information may be optimal.

**Food frequency methods**

Because of the practical and conceptual limitations of 24-hour recalls and food records for assessing average long-term intake, most investigators have converged upon the use of food frequency questionnaires in epidemiologic studies. The underlying principles of this method were described by the British statistician Heady, who noted that differences in nutrient intakes were primarily determined by the frequency with which foods were consumed rather than differences in serving sizes (Heady 1961). In addition, cognitive research has
documented that reporting of usual food consumption is generally easier than describing what was eaten at a specific meal.

The design of food frequency questionnaires is considered. Decisions in creating a food list are reviewed, with the most important criteria being that foods most accounting for between-person variation in nutrients of interest should be given priority. A variety of ways to identify foods for inclusion on a food frequency questionnaire are described. Decisions about the collection of frequency information are also considered, including whether open-ended responses or a multiple-choice format is preferable. The multiple-choice format has major advantages in making the form available for optical scanning data entry. The issue of serving size is also reviewed, including whether to ignore serving sizes and simply ask about frequency, to ask specific questions about serving size, or to specify a typical serving size. A major advantage of standardized food frequency questionnaires is that they can be self-administered and optically scanned. This has made large prospective studies feasible, in particular repeated assessments of diets. Available evidence suggests that, in a reasonably literate population, mailed self-administered questionnaires and detailed interviewer-administered questionnaires provide similar degrees of validity.

Reproducibility and validity of food frequency questionnaires

Although practical considerations greatly favour the use of food frequency questionnaires in epidemiologic studies, it is also crucial to consider in detail the degree to which such questionnaires measure true dietary intake. Reproducibility of a questionnaire is an important, but not sufficient, indicator of the value of dietary data obtained by that method. In general, validity, which involves a comparison with a superior method, will be a more important criterion. In assessing the validity of dietary assessment methods, an important consideration is whether errors in the comparison method are correlated with errors in the method under evaluation. The use of biochemical measures to assess validity has appeal in that errors are likely to be highly independent. However, they do not provide a quantitative evaluation of validity and, for many nutrients, no practical biochemical measure exists. Thus, most validation studies have used primarily either dietary record data or 24-hour-recall data for comparisons. Dietary record data have the advantage that the cognitive processes are quite different than those for food frequency questionnaires; thus, the errors are less likely to be correlated.

A large number of validation studies have now been performed in a variety of populations comparing food frequency questionnaire information with diet
records or 24-hour recalls. In general, with comprehensive questionnaires, correlations of 0.6–0.7 appear to be attainable for nutrient intakes adjusted for total energy. Although this degree of validity is not perfect, it will be enough to assure that important associations will not be missed if the study size is sufficiently large. In this section, a variety of alternatives for expressing validity are described.

For this topic, a computer problem is usually included in which students are asked to analyse data from a validation study and present the results. Subsets of data for three or four nutrients from the comparison of a food frequency questionnaire with repeated diet records are used for this purpose (Willett 1985; Rimm 1992). To discourage use of student work from previous years, we extract different subsets of data from year to year.

Biochemical indicators of dietary intake

This section focuses on the principles underlying the use of biochemical indicators in nutritional epidemiology. A comprehensive review of available biochemical indicators is not attempted. A fundamental distinction is made between the use of a biochemical measurement as an indicator of dietary intake (which is the primary rationale in nutritional epidemiology) versus being of inherent interest as a predictor of disease. Serum cholesterol is used as an example that is a poor indicator of dietary intake but is still of interest in predicting risk of coronary heart disease. Important considerations in the evaluation of a potential biochemical indicator are whether it is sensitive to intake. Many biochemical measurements such as serum calcium or sodium are tightly regulated and thus represent diet poorly. The ability of a biochemical measure to integrate intake over an extended period of time is also critical. It is also important to identify other non-dietary factors that influence the level of biochemical indicators; if they are known, it may be possible to adjust for these factors to eliminate them as extraneous sources of variation.

The use of biochemical indicators in epidemiologic studies is also considered. Important issues are the timing of sampling, and proper processing and storage to avoid artefacts or degradation. The use of biochemical indicators in nested case-control studies is also covered, with particular attention to the avoidance of bias. In general, the usefulness of biochemical indicators of diet in epidemiologic studies can be viewed as a spectrum: at one end, dietary methods perform poorly and only biochemical measurements will be useful (for example, selenium intake); in the middle, both dietary and biochemical measurements may be similarly useful (e.g. beta-carotene and folic acid); and at the other end, only dietary intake data is likely to be useful (such as calcium or dietary fibre intake).
Particular attention is given to the monitoring of laboratory precision in epidemiologic studies, as this can be a major cause of error.

The evaluation of biochemical indicators of diet for use in epidemiologic studies is also described. Approaches include the evaluation of repeated measurements in the same individuals over time. If there is not a reasonably high correlation, a biochemical indicator will not provide useful information on long-term intake for an individual. Whether the measure is sensitive to dietary intake can be evaluated by comparisons between intake and biochemical levels in cross-sectional studies or by the manipulation of dietary intake in intervention studies. Typically, we use several examples to illustrate the use of biochemical indicators for epidemiologic applications.

For the topic of biochemical indicators of diet, students are required to analyse a dataset relating dietary intakes to blood levels of several nutrients. Specific attention is given to the effects of adding covariates on the primary association. As an example, we have used data comparing intakes of carotenoids, retinol, and vitamin E assessed by food frequency questionnaires with their corresponding blood levels (Willett 1983) but any similar dataset would suffice.

**Anthropometric measures and body composition**

Anthropometric variables, particularly weight and height, are the most commonly employed measures of nutritional status in epidemiologic studies, mainly because of their simplicity and ease of collection. Measures of body dimensions and mass can be used directly but most often combinations of weight and height have been used to estimate the relative body composition, such as fatness. Compared to other biologic measurements, height and weight can be assessed with great precision in epidemiologic studies, even by self-report within most populations. The limitation of body mass index as a measure of adiposity relates to the failure of weight to distinguish between fat mass and lean mass. In middle-aged general populations in western countries, it does appear that the large majority of variation of body weight-adjusted-for-height is due to differences in fat mass. However, this assumption holds up less well in other groups, such as body builders, the elderly, and quite probably persons in developing countries, where physical labour is more common.

Several new methods have become available for measuring body composition, including electrical impedance and dilution methods. However, the superiority of these compared to standard anthropometric measurements has yet to be documented for epidemiologic applications. Many studies have addressed the relative value of various combinations of height and weight to
assess body fatness. The use of external criteria such as biochemical measurements sensitive to body fatness is described as a method of evaluating relative validity. In general, the use of the simple measure of weight divided by height squared (body mass index) appears to be at least as useful as other combinations and has the virtue of being widely used and comparable across studies.

Recently, great interest has emerged in the use of measurements to assess the distribution of body fat, with the assumption that intra-abdominal fat has metabolic properties that are distinct. The use of circumference measurements alone or in combination to assess body fat distribution is discussed. Similarly, the value of skin folds is considered, although these are generally unlikely to be practical in most epidemiologic investigations. The virtue of body circumference measurements is that they can be assessed by individuals themselves with relatively good validity. As an example, the controversies regarding the setting of weight guidelines are reviewed (Willett et al. 1999; Hu et al. 2004; Flegal et al. 2005; Zhang et al. 2008).

**Implications of total energy intake for epidemiologic analyses**

Total energy intake deserves special consideration in nutritional epidemiology for several reasons. First, energy intake may be a primary determinant of disease. Second, individual differences in total energy intake produce variation in intake of specific nutrients because the consumption of most nutrients is positively correlated with total energy intake; this added variation may be extraneous to disease risk and thus a source of error. Third, when energy intake is associated with disease but not a direct cause, the effects of specific nutrients may be confounded by total energy intake.

The topic of total energy intake is introduced by a discussion of energy physiology. Notably, total energy intake is largely determined by lean body mass and level of physical activity. Thus, unless a person is willing to change physical activity or body fat substantially, total energy intake for an individual is relatively fixed. Thus, to alter intake of specific nutrients, it is necessary for an individual to do this primarily via a change in the composition of their diet rather than via a change in total food intake. This is fundamentally important in nutritional epidemiology because the implication is that we need to study primarily the relation of dietary composition, rather than absolute nutrient intake, to disease risk.

A number of methods to account or adjust for total nutrient intake in nutritional epidemiologic studies are described. The classical approach has been to use nutrient density (nutrient divided by calories). The inherent problem with
this is that the nutrient density will remain confounded if total caloric intake is a predictor of disease. Other approaches include adding total energy intake as a covariant or utilizing the residual method to isolate variability in nutrient intake independent of total energy intake. An energy partition model can also be used but this does not control for energy intake. Illustrations are given of situations where inadequate or inappropriate adjustment for energy intake can actually reverse the direction of associations between dietary factors and disease risk. Thus, careful attention to total energy intake is essential in nutritional epidemiologic analysis. For readings, we use chapter 11 of *Nutritional Epidemiology* and Willett (1997).

**Correction for measurement error**

Forms of measurement error in epidemiologic studies are considered. The most common assumption is that measurement error for an individual is simply random within-person variation, as usually assumed for 24-hour recalls. Systematic errors can occur within individuals or groups, particularly when assessing diet using structured methods such as food frequency questionnaires. The effects of these various types of errors on associations are considered in detail.

Until recently, it has usually been simply noted that measurement error will tend to bias associations to the null. However, it is possible to measure the degree of error and utilize correction methods to obtain an estimate of association that would exist if there had been no measurement error. In our introductory course several simple methods for correctional methods are provided. These include the correction of standard deviations for distributions of a single variable, correction of correlation coefficients, and correction of relative risks using the regression calibration approach. The effect of measurement errors in covariates and correction of these errors is also described. In addition, issues regarding the use of imperfect ‘true’ measurements as the standard, and the potential implications of correlated measurement errors between the standard and surrogate method, are described in principle. The topic of correction for measurement error is a rapidly expanding area in epidemiology, and the current literature exceeds what can be included in an introductory course.

As part of this section, students are usually given a computer problem set involving the correction of standard deviations, the de-attenuation of correlation coefficients, and the correction of relative risks in a univariate context.

**Analysis and presentation of dietary data**

The analysis and presentation of data from epidemiologic studies is not inherently different from other aspects of epidemiology, but some topics are particularly
important because of the complexity of nutritional data. A common issue is the handling of missing information on foods and outlying values. Several approaches are discussed. Advantages and disadvantages of using nutritional data in categorical or continuous forms are also addressed. Alternatives in the graphic presentation of the data are described with illustrations and discussions of advantages and disadvantages.

Temporal relationships in the study of most chronic diseases can be critical. Most frequently, we do not know the temporal relationship between diet and the diagnosis of disease, although at times we have reasons to hypothesize specific induction periods. An exploration of alternative relationships can provide information that can be inherently valuable. In addition, when no association is observed, this conclusion will be most compelling if a wide range of induction periods is evaluated. A variety of analytic strategies are discussed.

Multivariate approaches to the data analysis can be particularly important because dietary factors tend to be correlated, sometimes strongly. However, a number of serious pitfalls can exist in many situations. The inclusion of the covariate can radically alter the biologic meaning of the original variable even though the analysis might be logical from a purely statistical standpoint. In addition, the inclusion of multiple variables can dramatically reduce the remaining variation, leading to an analysis that is essentially uninformative. Another common situation arises when one or more variables are components of another, such as saturated, monounsaturated, and polyunsaturated fat, which are all components of total fat. Various options for analytic strategies are discussed that address somewhat different questions.

Interest in overall dietary patterns has generated various approaches to creating dietary scores. These factors of methods are discussed. Other topics include the analysis and interpretation of subgroups and interactions.

The use of meta-analysis for systematically summarizing results of randomized trials has become routine, but its place in epidemiology has been controversial. Meta-analysis of published data from dietary studies is particularly problematic because of the wide variety of ways that data have been analysed and presented. The use of pooled analyses based on primary data is particularly attractive because this will allow a consistent analytic approach in studies (Smith-Warner et al. 2006).

Substantive examples of nutritional epidemiology applications

A variety of topics are now available that can be used to illustrate and reinforce an understanding of issues in nutritional epidemiology. Although applications and examples are helpful when interwoven into issues discussed throughout
the course, a focused discussion of a specific topic can be valuable. Specific topics that have been used in our course follow.

**Vitamin A and lung cancer**
This topic has a long history in nutritional epidemiology, beginning with the early report of an apparent protective effect of vitamin A against lung cancer. Interest shifted to the hypotheses that beta-carotene might be a responsible factor for the remarkably consistent inverse association between food and vegetable consumption, and risk of lung cancer. However, randomized trials of high-dose beta-carotene supplements did not support any evidence of benefit and suggested possible harm (The Alpha-Tocopherol Beta-Carotene Cancer Prevention Study Group 1994). This area illustrates many issues, including the use of biochemical indicators, potential pitfalls of extrapolating from data on foods to a specific nutrient, biases in case-control studies, and the strengths and limitations of randomized trials for testing hypotheses.

**Dietary fat and breast cancer**
The relation between dietary fat and breast cancer has been a major focus in nutritional epidemiology because prospective cohort studies have generally not supported the hypotheses based on ecologic correlations. The possible explanations for these findings are considered, including lack of validity of dietary assessment, an inadequate range of dietary intake, inappropriate specification of the induction period, and a true lack of association. Various means of addressing these alternative explanations are described. The limitations of randomized trials, in which an effect of dietary fat reduction on breast cancer incidence has also not been supported, are also discussed.

**Diet and coronary heart disease**
This has been one of the longest-standing issues in public health for the last fifty years. The original diet–heart hypothesis focused on saturated fat and dietary cholesterol and became a widespread belief but with limited empirical support. More recent evidence suggests that this hypothesis was highly incomplete as it did not take into account the strong benefits of unsaturated fatty acids and the adverse effects of *trans* fatty acids. Moreover, recent evidence has suggested that many other dietary constituents can have important impacts on coronary heart disease risk; these factors include the characteristics of dietary carbohydrate, omega-3 fatty acids, folic acid and vitamin B_{6}, dietary antioxidants, and other micronutrients. The topic illustrates the importance of multivariate analysis in nutritional epidemiology and the integration of metabolic studies, observational epidemiology, and randomized trials.
Folic acid and neural tube defects

The relationship between folic acid intake and risk of neural tube defects has prompted a major paradigm shift in nutrition. This most clearly illustrates the enormous impact of differences in micronutrient intake without accompanying signs of clinical deficiency. The topic is a rich source of teaching material and includes contributions of randomized trials, case-control and cohort studies using dietary intake data, and biomarkers. Recent data also illustrate the use of genetic polymorphisms in nutritional epidemiology and how they may greatly enhance the causal interpretation of associations. The topic also illustrates the application of nutritional epidemiologic approaches after a causal association has been established, because the existence of an effect raises questions about optimal intake and public health approaches to achieve optimal levels (Mason et al. 2007).

Advanced topics in nutritional epidemiology

The basic material in an introductory course in nutritional epidemiology is now too substantial to allow in-depth examination of current methodologic issues in this field. Moreover, for many students, such an in-depth discussion is neither necessary nor appropriate. Thus, a course on advanced topics can be valuable for those who will be actively engaged in research.

An advanced topics course would appropriately include readings and discussions on current literature in the field of nutritional epidemiology, particularly focusing on methodologic issues. A large part of this literature presently involves issues regarding measurement error and correction for measurement. In our department, Drs Alberto Ascherio and Donna Spiegelman have developed computer-simulation problems based on actual data from our large cohort studies and validation sub-studies. These problems allow students to investigate the impacts of measurement error and to use correction procedures. In addition, the advanced course can allow students to analyse diet and disease relationships using actual data.

Supervised research

As in any doctoral programme, much of the actual learning process occurs in the context of supervised original research. An ideal student experience would include not just the analysis of existing data but also participation in a full cycle of hypothesis development, grant writing, data collection, data cleaning and processing, analysis of data, and reporting of research findings in written and oral form. The complete process from beginning to end will almost always take
more than the usual number of years for completion of a doctoral degree. Thus, typically we attempt to have students involved in all aspects of this work but not necessarily with all aspects directly related to the same topic.

Assessing students’ achievements

For our basic course in nutritional epidemiology, student achievement is assessed by the following:

- written reports based on homework problems;
- completion of their own dietary assessments, including the analysis of diet records using a standard food composition analysis system;
- classroom discussion, which encourages completing the assigned readings; and
- a final examination covering key concepts in the course.

Conclusion

In a relatively short period, nutritional epidemiology has developed into a major area of activity within the overall field of epidemiology. Nutritional epidemiology has generated methodologic work that has implications broadly across the overall field. Because of the complexity of nutritional epidemiology, training in this field will provide students with concepts and skills that can be applied in many other aspects of epidemiology. The coming years are sure to provide a major growth in available data because many large prospective dietary studies are only now beginning to provide results. These will provide an enormous expansion in knowledge of diet and health and should hopefully stimulate further the refinement and development of epidemiologic methods.
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Introduction to genetic epidemiology

A major challenge for epidemiology in the future is understanding the role of genetic risk factors and how genetic factors interact with environmental factors in causing disease. There is a clear need for all epidemiologists to understand how sequencing of the human genome and developments in genetic technology have increased the potential for investigation of genetic risk factors. Genetic epidemiology concerns itself with questions such as the following:

- What is the prevalence of gene variants in different populations?
- What is the risk (absolute and relative) of disease associated with these variants?
- What is the contribution of gene variants to the occurrence of disease in different populations (i.e. attributable risk)?
- What is the risk of disease associated with gene–gene and gene–environment interactions?
- What is the validity of genetic tests?

To read relevant textbooks and follow leading articles published in the field of genetic epidemiology, it is important that students have or acquire a minimum literacy in the use of basic genetics terms and concepts and have some knowledge of basic genetic laboratory techniques. A number of ‘primers’ have been published in textbooks or appear on the Internet, and teachers should recommend one they can make easily accessible to their students (see the bibliography). There are relatively few books that could serve as a course text in genetic epidemiology.

Genetic technology advances so rapidly that new approaches to the study of genetic risk factors become possible and quickly supersede previous approaches that become less favoured or obsolete, making it difficult if not impossible for a textbook to be up to date. It is more likely, therefore, that background reading to complement teaching will be based on selected recent journal articles or web resources rather than on one or two textbooks. It is important that students are directed towards and introduced to relevant journals and websites in which the
latest methods are described and discussed. This serves as an adjunct to coursework but also supports students’ subsequent education in genetic epidemiology after they have completed the formal coursework. Journals that fit into this category (such as American Journal of Human Genetics, PLoS Genetics, Nature Genetics, and Nature Reviews Genetics) can be found in the bibliography. In addition, general epidemiology journals such as American Journal of Epidemiology, Epidemiology Reviews, Epidemiology, and International Journal of Epidemiology are increasingly publishing articles of investigations of genetic risk factors, and reviews of genetic epidemiology study designs. These are usually rather more comprehensible to the student than the more detailed discussion found in specialist journals such as Genetic Epidemiology.

Teaching objectives

An introductory course should concentrate on principles and important concepts, together with a general introduction to specific methods or analytic procedures. More detailed exploration of specific methods is best targeted at students who are currently undertaking research which requires the application of these methods since, as noted above, the precise details of methods and analysis programmes are regularly evolving and improving. A short course for undergraduate students could cover basic genetic concepts, define genetic epidemiology and the type of research questions it addresses, give a concise description of the main approaches, and note their uses, advantages, and disadvantages. A postgraduate course could follow the curricular outline given below. This could be presented as a module within a general MSc programme in epidemiology, a stand-alone course, or as a complete MSc in genetic epidemiology. The length of the course would govern the depth of coverage and amount of 'hands-on' practical sessions working with computer programs. Longer courses would normally contain a supervised assignment or research project that requires students to apply the knowledge and skills acquired in the course. All courses should equip students with a basic understanding of how to address the following hierarchy of research questions in genetic epidemiology:

- Does the disease cluster in families?
- Is the clustering caused by genetic or environmental factors?
- Is there evidence for a genetic factor? (Can a specific mode of inheritance be identified?)
- Can the genetic risk factor be localized and identified as causal?
- Do environmental factors modify the expression of the genetic factor? (Is there evidence of gene–environment interaction?)
Teaching content
The exact content of the course will depend on the students’ background, their particular interests, and the length of time available for the course. One suggestion for the structure of an introductory course in genetic epidemiology for those interested in understanding common complex disorders (rather than rare Mendelian disorders) is given in Box 12.1.

Box 12.1 Structure of an introductory course in genetic epidemiology

1. Genetics review
   a. Basic principles of genetics
   b. Laboratory techniques (optional)
2. Genotypes and phenotypes
   a. Hardy–Weinberg equilibrium
   b. Penetrance
   c. Heterogeneity
   d. Modes of inheritance (dominant, recessive, additive/multiplicative)
   e. Quantitative vs qualitative traits
   f. Endophenotypes
   g. Phenomics
   h. Population genetics concepts (genetic drift, founder effects, coalescent theory, mutation, selection)
   i. Other concepts (anticipation, imprinting)
3. How to study if a trait has a ‘genetic’ component
   a. Twin/adoption/admixture/migration studies
   b. Segregation analysis
   c. Measurement of the risk ratio, lambda
   d. Using genetic similarity between individuals to make inferences about heritability
   e. Characteristics of traits that are amenable to genetic mapping
   f. Characteristics of populations that favour the study of genetic factors
4. How to identify whether specific genetic factors are related to a trait
   a. Approaches to complex traits
      i. Genome screens (linkage and genome-wide association)
      ii. Fine mapping
      iii. Candidate gene studies
      iv. Whole-genome and whole-exome sequencing data
      v. The use of gene expression data to complement mapping results
      vi. The need for international collaborative, multidisciplinary approaches
   b. Important epidemiologic considerations
      i. Ascertainment bias
      ii. Sample size
      iii. Multiple testing
      iv. Confounding
      v. Causal inference

5. Major study designs
   a. Family-based designs
   b. Population designs based on linkage disequilibrium
      i. Traditional epidemiologic approaches (evaluating association between a trait and genotypes/alleles using odds ratios)
      ii. Genome-wide association studies
      iii. Methods that incorporate population genetics (coalescent approaches, shared segment analyses)
      iv. Linkage disequilibrium across the genome and implications for genetic mapping of common, complex traits: the HapMap project
   c. Strengths and weaknesses of each approach

   a. Study designs
   b. Sample size
   c. Quantification of risk
Teaching method and format

Principles and concepts can be taught by didactic methods but are best illustrated with many examples from the literature and from the teacher’s own experience. Many concepts may be difficult to grasp initially. The liberal use of examples reinforces the points made by approaching the concept from a different angle and may aid understanding by setting what may seem as abstract concepts into a specific context. It can also help pace the teaching so that the course does not simply present a large number of new ideas without a break and thus risk students becoming lost or losing concentration. Examples can be presented in a way that invites active participation by the class and is therefore a useful way of checking whether or not students have understood new concepts.

It is essential that there is a strong ‘hands-on’ element, with computer practicals so that students can gain experience in handling data and can be introduced to computer programs used for analysis. At the very least this should be provided as a demonstration, with output from the analysis provided to students and used in exercises or homework. Ideally, students should have the opportunity for guided practice. However, there are relatively few people using ‘genetic epidemiology’ programs, and methods are constantly being updated. This has resulted in there being less investment in making user-friendly interfaces to
these programs than in other areas of epidemiology. Furthermore, different areas of genetic epidemiology (e.g. linkage analysis as compared to association analysis) may use entirely different software programs and operating systems for data analysis; this can be very confusing for students and presents a problem for teaching computer practical sessions. In an introductory course much time can be wasted instructing students in the mechanics of how to use a specific program, and command-driven programs with user-unfriendly interfaces can be particularly difficult for students. Teachers should avoid devoting any significant time to this unless the course specifically aims to teach skills in a particular technique or with specific programs. When the computer programs are complicated to operate, it is better either to give a demonstration or to give each student a detailed set of instructions of the steps required so time is not wasted. Many students may have had experience only in point-and-click style computer operating systems. In designing the practical computer exercises for an introductory class, particularly with undergraduates, it might be best to use as few different programs as possible and, when given a choice of program, use those that will operate with a GUI interface in a desktop environment. Even when it may not be possible for the students to actually run an analysis themselves, it can be very instructive to examine the raw output from such an analysis that the teacher has performed. Learning to interpret and understand the output can be more valuable than learning to ‘push the buttons’ to run an analysis.

Teachers should end each session by summarizing the aims of the session and reviewing what was done. They should also highlight general principles that can be taken from the example. This helps to offset the tendency for students to become so involved in details of the operation of the program that they lose sight of the relevance of what they are doing. These sessions should also give details of where these programs can be obtained. An excellent example of a web resource is the GenABEL project (see ‘Analysis software’) which aims to provide ‘a framework for collaborative open-source based development of statistical genomics methodology’ and includes software, manuals, tutorials, and access to peer support. When calculations can be performed easily by use of a simple spreadsheet, opportunities should be given for students to tackle the analysis of illustrative datasets. Examples of where this may be appropriate include calculating expected genotype counts under Hardy–Weinberg equilibrium or using data to illustrate the effect of population stratification on risk estimates in association studies.

Once the principles of a particular method have been taught and an example given in a computer demonstration or a guided worked example, then it may be helpful to give students a reprint of a recent publication which uses this approach and ask them to read this critically overnight. This can then be discussed as a
class exercise the following day. This is a useful way of reinforcing understanding of the method by setting it in context. It can also be used to check that students have grasped the key issues and for introducing further refinements or more advanced issues for individual follow-up by students. The ability to critically read and interpret scientific literature is an important skill for students to develop. Another useful exercise is to have students (working in teams) present to the class a journal article that uses approaches/techniques discussed in lecture. As students may not be very familiar with reading and dissecting scientific literature, it may be helpful to provide them with generic questions (e.g. what is the research hypothesis, what is the target population, what are the inclusion/exclusion criteria, what are the analysis methods, etc.) to guide and focus their analysis and presentation. Encourage students to display figures and tables from the articles (either digitally or on an overhead projector) with the expectation that they will be able to explain and interpret them.

In some courses the teacher may wish to consider setting aside time to demonstrate a few basic techniques in a genetics laboratory. This investment of time is, depending on the background of students, worthwhile as part of the introductory section of a longer course which is run over several weeks or months. An appreciation of the complexity and validity of laboratory methods can help students read published reports critically and interpret results appropriately.

**Teaching notes**

This section will follow the curricular outline described above, will draw attention to some key issues to cover, and will identify teaching resources which could be used to develop teaching materials on these topics. There are many textbooks and web resources which can be used to explain basic genetic concepts (see examples in the list of websites in the bibliography). It is essential that the teacher check understanding of concepts as they occur in the course or, if necessary, at the outset of the course.

**The relationship between genotypes and phenotypes**

Genotypes are composed of individual alleles, which may or may not act independently in determining the probability of expressing a phenotype. It is worth spending time ensuring that students understand the Hardy–Weinberg equilibrium and its implications in the relationship between genotype and phenotype. Students should be shown how to count allele frequencies and how to calculate genotype frequencies in the next generation when given known allele frequencies. They should be aware of some of the applications of measuring or comparing allele frequencies (e.g. in comparing two populations or in association studies).
Students should understand the concept of incomplete penetrance and conditional probability—that the probability of expressing a phenotype is dependent upon the genotype.

The study of endophenotypes is a powerful means by which to discover genetic factors that underlie risk for complex disease traits. These are measures that are related to the dichotomous trait of interest but are often less subjectively measured and can be evaluated in persons without the full trait phenotype (for example serum measurements of IgE in a study of asthma). Many endophenotypes are quantitative, enabling the use of powerful quantitative trait linkage methods. The field of phenomics seeks to understand the interrelationship of endophenotypes and classic disease categorizations and evaluate whether endophenotypes are heritable and therefore possible to genetically map.

**Population genetics concepts**

Concepts that are relevant to an understanding of genetic epidemiological study designs or data analysis should be mentioned and students given references for further reading on these topics. Thus effective population size ($N_e$), genetic drift, and founder effects may be relevant to the choice of study population in genetic association and linkage studies. An understanding of coalescent theory can help to understand some approaches to the analysis of genetic association data. Knowledge of the effects of natural selection can help in the interpretation of data (e.g. the marked geographical variation of the $LCT$ gene (lactose tolerance)). Similarly an understanding of the concepts of anticipation and imprinting may be important in the correct interpretation of study findings. As sequence-level datasets become more common, a firm footing in the basics of population genetics becomes important to interpret the frequency and distribution of rare variation.

**How to study whether a trait has a ‘genetic’ component**

The role of more traditional epidemiologic study designs such as adoption studies, admixture studies, and migration studies has been reviewed in the textbook by Khoury et al. (1993). The teacher may wish to review briefly the role of the more traditional approaches in estimating the relative contribution of genetic and environmental components of disease risk.

Twin studies can measure the contribution of a genetic component to total variation: this is based on measuring concordance between twins. Students should understand that concordance can be quoted in two different ways (pairwise or proband-wise). They should be familiar with the correct interpretation of the main comparisons between monozygous and dizygous twins (reared together or apart) and their other siblings. They should understand that
the calculated heritability estimates are not absolute but may vary in different environmental settings. A published example of estimating heritability by means of a twin study should be discussed with students.

The risk ratio, lambda, is based on the measurement of the (increased) risk of disease for relatives of cases compared to the population risk. This can be calculated for all types of relative pairs but is most often quoted for siblings of cases (lambda sib). This serves as a measure of familial clustering. Since this clustering could be in whole or in part caused by environmental factors, an adoption study would be required to determine the relative importance of genetic and environmental sharing. Lambda is often estimated in studies that recruit cases retrospectively from clinic records and then study disease in relatives. It should be highlighted that this tends to lead to overestimation of lambda, since families with multiple cases tend to be selected. There are also problems with determining the affection status of unaffected relatives of young age in adult onset disease and with diseases that influence reproduction. Comparison of values of lambda for different sets of relatives can give clues as to the nature of the underlying genetic model (as has been done for schizophrenia) but is highly dependent on the precision of estimates published in the literature.

Estimating a parameter such as lambda sib or carrying out segregation analysis can be an important first step in studying the role of genetic factors in a disease. It can provide direction concerning whether or not further investment of resources into trying to identify specific alleles is justified and, if so, which approach may be more appropriate. It is a critical determinant of the power of affected sib pair studies.

Segregation analysis investigates whether familial clustering is consistent with Mendelian transmission patterns by estimating the proportion of affected offspring and comparing this to the expected proportion based on Mendelian inheritance. An introduction to segregation analysis should begin with an explanation of types of ascertainment (complete, single incomplete, and multiple incomplete), ascertainment bias, and the methods of correction for this bias in the different types of ascertainment. Students should be made aware of the general principles of segregation analysis and where to obtain computer programs for this analysis. However, computer practicals should be left to more advanced courses for those who intend to use this approach in their work.

For quantitative phenotypes, evaluating whether a quantitative trait is significantly heritable can establish a genetic component to the phenotype. Students should understand and work an example of the estimation of heritability from the parent-offspring regression, and be introduced to the estimation of heritability from pedigrees. With the availability of dense single nucleotide polymorphism (SNP) genotype data, it is also possible to obtain rough heritability
estimates from population, rather than family, collections, by comparing phenotypic similarity with genome-wide genetic similarity, and students should be introduced to these methods as well.

**How to identify whether specific genetic factors are related to a phenotype and major study designs**

**Approaches to complex traits**

Until the advent of genetic maps in the 1980s, identifying the gene responsible for a phenotype relied heavily on knowledge of the biological basis of the genetic defect itself, a strategy termed ‘functional cloning’. While functional cloning has been successful for a few diseases, including phenylketonuria, sickle cell anaemia, and haemophilia A, for the vast majority of single gene disorders, no such biological information exists. As more anonymous genetic polymorphisms (markers) began to be identified and located on the human genetic map, the position of a gene likely responsible for a disorder was inferred by the cosegregation of the phenotype and the genetic markers, a process called genetic linkage. ‘Positional cloning’ is the term coined to describe the identification of a gene by first localizing its position using genetic markers, with no knowledge whatsoever of the gene product. Function of the gene is determined only after it has been identified. This strategy is often referred to as a genome screen. Subsequent ‘fine mapping’ usually involves genotyping a dense set of markers in the region of interest. It may be that the function of some of the genes within the implicated region is known and, from their function and position, they can be considered good candidates as disease loci. Discussion of the history of gene mapping serves to demonstrate to the students how advances in technology have shaped the way genetic epidemiology is conducted.

Students should understand the differences between the strategies of genome screening, fine mapping, and candidate gene analysis, and understand when each strategy is preferred. Genome screening, fine mapping, and candidate gene studies can be performed on both quantitative and qualitative phenotypes. Both family-based designs and population-based designs can be used for genome screening. Fine mapping is usually performed in population samples but may be done in family-based designs. Candidate gene studies are nearly always done in population samples. The different study designs and analysis methods are discussed below.

**Pedigree studies and (parametric) linkage analysis**

This approach is particularly suited to studying genes with major effects on disease risk. It is one method of mapping disease susceptibility genes and involves analysing segregation patterns in families with multiple affected members.
Introductory teaching should start by covering concepts of recombination, recombination fraction, genetic distance, and, if necessary, likelihood theory (maximum likelihood estimates and likelihood ratio test). Properties of the LOD (logarithm of the likelihood ratio in favour of linkage) score should be outlined: that LOD scores greater than 0 generally favour linkage, that LOD scores can be added across families (at a common value of the recombination fraction), and that the maximum LOD score over all recombination fractions less than 0.5 provides a good test statistic for the presence of linkage. The interpretation of maximum LOD scores should be discussed by outlining the theoretical and empirical basis for the traditional position of taking a maximum LOD score of greater than 3 as evidence of linkage. The influence of multiple tests such as that which occurs in genome-wide screening should also be discussed. Students should understand that, since the LOD score is a ‘conditional likelihood of the markers given the disease’, linkage analysis is robust to ascertainment bias and hence is valid to select high-risk families for study.

Similarly, although linkage analysis is based on an underlying model, the type 1 error rate (significance level) is valid even when the model parameters are mis-specified. However, mis-specification of marker allele frequencies (and in particular assuming an allele is rarer than it actually is) can invalidate LOD score results and lead to false-positive findings. The relative advantages of two contrasting approaches to specifying allele frequencies, that is, using published frequencies from large samples from the same ethnic group or using maximum likelihood estimates from observed allele counts over all study pedigrees, can be compared.

Simple example pedigrees (assuming that the Mendelian inheritance pattern is known and that the marker and disease status of everyone is known and assuming single genes, no phenocopies, and full penetrance) can be used to hand-count the number of recombinant and non-recombinant offspring and calculate a LOD score. Examples with increased complexity (unknown disease status) can then be introduced and discussed and the concept of phase should be illustrated through these examples. Example tables of LOD scores at various recombination fractions and LOD score curves should be given to the class for group discussion of their interpretation. The use of computer simulation methods to assess the power of a family or set of families to detect linkage should be described.

Once basic principles have been covered, concepts such as incomplete penetrance (penetrance functions and liability classes), inbreeding loops, and genetic heterogeneity (heterogeneity LOD score) can be introduced. The mechanics of how the LOD score is calculated in more complex settings should be presented. The importance of considering genetic heterogeneity in circumstances in which
more than one gene may be involved in the etiology of the disease under study should be emphasized. The teacher should describe the strategy of calculating posterior probabilities of linkage for each family (once linkage to the first locus is established) to identify families from which to search for linkage with other markers (fine mapping). Finally, the principles of multipoint analysis can be presented. Fine mapping is dependent on correct model specification, and the results of multipoint analysis are therefore very sensitive to model misspecification (quantitative trait locus (QTL); methods which are discussed below tend to be more stable). Examples of the successful use of this approach (for example, in breast cancer) should be used as a way of reviewing and summarizing this approach. Students should be introduced to linkage programs by means of a demonstration or closely guided worked example. Details should be given of how to access available linkage analysis programs and related textbooks (see the bibliography). If students are to be taken beyond this point to gain competence in handling the individual programs, then there are a number of computer-based courses run regularly which are designed for this purpose (see ‘Short courses in genetic epidemiology’).

**Pedigree studies and (non-parametric) linkage analysis**

This approach restricts attention to those affected and assesses whether there is more sharing of alleles which are identical by descent (IBD) in groups of affected relatives than you would expect if there were no linkage. An introduction to this method should cover the limitations of parametric linkage analysis when studying complex disease. The teacher should check that students understand the concept of IBD. More general non-parametric tests aimed at detecting linkage by testing for increased marker similarity between the affected members of a pedigree can be explained in outline. The problem of distinguishing between IBD and identical by state (IBS) in adult onset disease (when parents may not be available for study), and the use of other siblings in an attempt to reconstruct parental genotypes or of adjacent markers to provide additional information to help distinguish IBD and IBS should be discussed. Students should be asked to calculate means tests or chi-square values for various patterns of observed sharing and then to derive values of lambda as a way of reinforcing their understanding of underlying principles.

A number of issues pertinent to both parametric and non-parametric linkage analysis should be reviewed at this stage. A review of linkage statistics is helpful: LOD scores, location scores (in multipoint linkage programs), and non-parametric linkage scores, since these have different interpretations, with a LOD score of 3 being roughly equivalent to a location score of 13.8 or a non-parametric linkage score of 3.7. The calculation of 95 per cent confidence limits
or 1 or 3 LOD limits should be described, and the fact that stringent LOD score criteria are particularly important for genome searches should be highlighted.

**Pedigree studies and quantitative trait linkage analysis**

Genetic epidemiologic approaches for the study of continuous traits in family-based samples should be described. Students should understand why looking at a population distribution is not a good way of identifying major genetic effects. The potential gain of information from this approach compared to the analysis of qualitative traits should be noted but with the recognition that there have been fewer examples of successful mapping of QTL in humans than in animal models. In part, this may be because of insufficient power. Just as the value of lambda is a critical determinant of the power in non-parametric linkage analysis, so the value of rho (the proportion of variance caused by the gene under study) is critical for the power of QTL analysis. To have sufficient power, 10–15 per cent of the variance observed should be caused by the genetic locus under study. Limiting the variance from environmental factors (for example, by studying smaller family structures such as twins) might be one way of increasing this value.

**Association studies (allelic association) in population samples**

The principles of this approach are similar to that of a traditional case-control study with their inherent strengths and weaknesses. The approach is based on showing a higher or lower allele frequency among cases than controls. In most studies the (marker) allele under investigation is a marker which was very close to the disease-causing allele at the time in history when this mutation arose and has remained in linkage disequilibrium with the disease-causing allele since that time. However, this approach can also be used to study candidate genes presumed to include the disease-causing alleles. It should be pointed out that this approach studies association of alleles (not genetic loci), unlike linkage analysis, which studies the linkage of genetic loci (not alleles).

Since there are some differences in approach to traditional case-control studies, it is important that students are taken through the steps in an association study, starting with checking that both the control and case alleles are in Hardy–Weinberg equilibrium. Lack of Hardy–Weinberg equilibrium may be due to chance, laboratory typing errors, or population stratification and can be explored by checking laboratory results and studying other markers. Only when Hardy–Weinberg equilibrium holds can allele counts be assumed to be independent and thus the comparison of allele frequencies be considered valid. If either set of alleles are not found to be in Hardy–Weinberg equilibrium, then a comparison of genotype counts (combining genotypes with small numbers, if
necessary) is more valid but has considerably less power. Alternatively, one can assume that the alleles act additively (multiplicatively, in the case of a qualitative phenotype) and use the Cochran–Armitage test for trend. Simple datasets from case-control studies can be given to students to hand-tally results and so gain experience in the analysis of data using all three tests (alleles, genotypes, and the trend test). The teacher should check for understanding of the concept of linkage disequilibrium and revise this, if necessary. Fundamentally, in case-control samples, analysis and interpretation of genetic risk factors is not hugely different from the analysis and interpretation of other risk factors for disease, and the teacher should draw these parallels, as students coming from a strictly epidemiological background may feel more comfortable in this setting. For qualitative phenotypes, students should understand the interpretation of the odds ratio for allelic, genotypic, and trend tests. For quantitative phenotypes, basic concepts of ANOVA and regression should be presented and the interpretation of regression coefficients discussed.

Students should appreciate the problem of interpreting positive results in association tests and be aware of the many examples in the literature of reported positive associations which have not been repeated by subsequent studies. Strategies for distinguishing between the various explanations for observed positive associations—chance, population stratification, linkage disequilibrium, and causal association—should be presented. These include repeating the study in a different population with the same or different study design, investigating evidence of association with several markers in different areas of the genome (to detect stratification effects), and studying markers close to those reported to show association (since association to these markers might be expected if linkage disequilibrium were the likely explanation). The latter should be checked in the control and the case chromosomes, since background linkage disequilibrium can be fairly extensive in some isolate populations. It is also possible that a true association may not be replicated in another study, and possible explanations for this outcome should be discussed, including, for example, low power in the replication sample and genetic heterogeneity. Students should understand alternative methods to identify and control for population stratification in case-control samples such as genomic control, correction for population stratification using eigen-analysis, and use of IBS data and linear mixed models to correct for both population stratification and cryptic relatedness. The pros and cons of the different approaches should be discussed.

Sample size considerations should be described and a comparison made between the power of population-based approaches compared to parametric and non-parametric linkage analysis of complex diseases, as mentioned above. Meta-analysis of comparable datasets from several studies within research
consortia is a common way of achieving much larger sample sizes, and students should understand the principles of this technique (see Evangelou and Ioannidis 2013).

Students should understand the basic design and analysis approaches for genome-wide association studies. This should include an understanding of the available genotyping platforms and genotype arrays, algorithms employed to call genotypes, batching of samples and related quality control issues (e.g., use of Hardy–Weinberg equilibrium checks and quantile-quantile (QQ) plots). It is important to realize that laboratory errors in genotyping occur. Differential bias in genotype scoring between cases and controls can occur when samples are handled differently and scored separately and this can result in test statistic inflation and false positives. Details of design features such as multistage approaches, the role of genetic enrichment strategies in the first stage (such as including cases with early onset or positive family history), and methods of selecting which SNPs are taken forward to next stage should be covered. Similarly there should be discussion of analysis issues including statistical approaches to testing of single SNP associations and methods of measuring or correcting for population stratification (such as the use of QQ plots of Cochran–Armitage test statistics with correction for any inflation factor). The relative power of joint versus separate analysis of data from different stages and need for replication samples should be covered. More general issues of data sharing and public posting of complete databases (timing, problems, utilization) should be discussed. Students should be introduced to tools that can be used to manage the very large datafiles generated by genome-wide association studies (e.g., PLINK, which contains tools for data management, summary statistics, population stratification, association analysis, and identity-by-descent estimation (see resources section). In addition, there are several available genetic analysis courses which cover the basic principles and methods of genome-wide association studies (see ‘Short courses in genetic epidemiology’).

Once both this linkage and association analyses have been covered in the course, the advantages and disadvantages of these two approaches for the study of complex disease should be compared. One dimension of this should be to discuss their relative power to detect genetic risk factors of modest to low effect.

**Approaches using the coalescent and analysis of shared segments**

There is an increasing interest in the potential of the analysis of shared segments in isolate populations. This is based on the identification of shared IBD segments which have come from a common ancestor. The larger the number of generations since the common ancestor, the smaller is the expected size of the
shared segment. Approaches such as homozygosity mapping and ancestral haplotype reconstruction work best in populations in which there is a high probability that patients share a recent common ancestor. Of course, at some point in the past, all individuals will share some set of common ancestors, even in non-isolate populations. Coalescent theory guides the modelling of when the gene genealogy of any two individuals comes together in a common ancestor, and has been adapted to mapping disease genes. The principles underlying these methods should be outlined. A discussion of the favourable characteristics of populations to support these studies can serve as a useful session to introduce or review understanding of concepts from population genetics such as founder effects, genetic drift, coalescent theory, and genetic heterogeneity. Many of these methods are computer intensive and may not serve well as exercises, except for very simple examples.

Linkage disequilibrium and the International HapMap Project

The HapMap study was an international collaboration to genotype SNPs at a very high density (one SNP every 2–5 kb) through the entire genome in 270 persons from four major population groups (European, African, Japanese, and Chinese). As the project evolved, samples from additional populations were genotyped. All the data from this project are available for download. These data present a wonderful tool for the examination of the extent and distribution of linkage disequilibrium in different genomic regions and populations. The HapMap project and its resources should be presented and their use in the design and execution of association studies discussed. The students should understand how varying patterns of linkage disequilibrium have implications for the optimal SNP density to detect association.

Genome sequencing

Exome and whole-genome sequencing are becoming widely available and affordable in genetic research, and a number of specific courses are now available to provide training in handling and analysing these data (see ‘Short courses in genetic epidemiology’). Next-generation sequencing methodologies (Shendure and Ji 2008) have reduced the cost of sequencing very dramatically. Both whole-genome and whole-exome approaches (Kiezun et al. 2012) are now widely employed. The depth to which genomes are sequenced has great impact on the quality of the resulting data, and the degree to which rare variants can be identified (Sims et al. 2014). Interpretation of results relies heavily on bioinformatics and prediction of function of missense variants. Rare variants lack power to be analysed individually for association, so a host of aggregation
methods to examine the impact of the ‘burden’ of rare variants on phenotype have been developed.

The 1000 Genomes Project has extensive sequence data available for several populations. If one or more of these populations provide a suitable reference for the population under study, then imputation methods can be used in conjunction with genotype data to obtain in silico sequence data. Students could review imputation methods and their assumptions and discuss the trade-off between imputation and sequencing (e.g. expense vs ability to discover unique variation; Li et al. 2009).

**Copy number variation**

Genomic variability encompasses not only SNPs and short tandem repeats but also structural alterations such as deletions, duplications, and inversions. In particular, copy number variants (CNVs) are now known to account for a substantial amount of genetic variation. Increasingly, inherited CNVs are being linked to human disease (e.g. by influencing gene expression) and somatic chromosomal alterations involved in cancer. Students should understand that different technologies which can generate CNV data and their strengths and weaknesses in identifying CNVs. International efforts are being made to define appropriate nomenclature and create a database of known human structural variations.

**Gene expression**

Genetical genomics has been proposed to map loci controlling gene expression differences (eQTLs) that might underlie disease trait variation. Correlation of gene expression with phenotype levels, in conjunction with genetic mapping/association results (for both phenotype and expression), can be used to identify genes involved in phenotype variability. Students should understand the difference between *cis* and *trans* regulation of gene expression, and the basics of how gene expression data are generated (chip expression vs RNA-seq expression).

**Epigenetic epidemiology**

Epigenetic variation can be genetically or environmentally determined and can contribute to variation in gene expression among individuals and thus cause variation in common complex disease risk (Relton and Davey Smith 2010). There are courses available which present the principles and methods of epigenetic epidemiology (see ‘Short courses in genetic epidemiology’).

**Gene–environment and gene–gene interactions**

A major challenge in the study of the role of genetic factors in complex disease is that causal pathways may involve a number of genetic variants interacting
with each other and with environmental factors. It is likely that individual genetic variants will have a small effect at an individual level (although at a population level they may be important—as measured by population-attributable risk). It is helpful to review the various possible mechanisms of gene–environment interaction and how these can be identified. Ways of adapting the various approaches already covered in the course to study gene–environment interaction should be described. The power of various study designs for detecting gene–environment or gene–gene interaction should be discussed with students. The instructor should point out that power to detect interactions, for a given sample size in a case-control study, is usually much weaker than the power to detect genetic main effects, and that examination of all possible gene–environment or gene–gene interactions may add a substantial computational burden in a genome screen setting. The ‘case-only’ design has increased power to detect interactions with other genes and the environment over a case-control design. The instructor should explain that the case-only design will detect only departures from the multiplicative model of risk, and in order to apply it one must assume independence between exposure to the environmental risk factor and genotype in the population. Similarly, in order to use this design to study gene–gene interactions, one must assume that the frequencies of the genes are independent in the population (see Yang and Khoury 1997 for more information on the case-only design).

Multivariate data-mining approaches may aid in the detection of unknown relationships among genes or between genes and environmental factors. Data mining involves the analysis of large observational datasets to find unsuspected relationships and to summarize the data in new ways that are understandable and useful. Data mining has in the last decade emerged as a strong area of research at the intersection of computer science and statistics. The presentation of these approaches should include a discussion of how one might control for spurious findings that can come from data ‘fishing expeditions’.

**Mendelian randomization studies**

The theory underpinning the Mendelian randomization (MR) approach is based on the random assortment of alleles transferred from parent to offspring at the time of gamete formation. This random assortment of alleles at conception is equivalent to a randomized controlled trial in which people are randomly allocated to different genotypes rather than therapeutic interventions and in which a functional genetic variant acts as a proxy for an environmental exposure. The main concept of an MR study is based on three relationships: genotype–intermediate phenotype, intermediate phenotype–disease, and genotype–disease (Didelez and Sheehan 2007; Lawlor et al. 2007). It can be used to
identify causal environmental risk factors without the several potential problems of observational epidemiology (Smith and Ebrahim 2004). In particular, if population stratification is controlled, the distributions of genetic variants are generally independent of confounding factors (e.g. behavioural, social, physiological, or environmental; Didelez and Sheehan 2007; Lawlor et al. 2007). The MR approach can also strengthen causal conclusions by limiting reverse causation problems (biological, through exposure assignment, due to reporting bias), selection bias, and regression dilution bias (Smith and Ebrahim 2004). The power of this approach has been increased through the use of meta-analysis of multiple datasets to increase sample size for analysis.

**Functional studies**

While identifying genetic variants associated with a phenotype is usually a long, complex process in and of itself, the teacher should emphasize that this is just one step in understanding how a gene may control expression of a phenotype. The teacher should point out that positive linkage or association findings do not, in and of themselves, establish causality in any way. Fine mapping techniques such as resequencing the locus which contains the variant showing association may be required to identify further genetic variation in the study (or other populations) for further study. It will be important to consider biological data on function together with epidemiological data. An example of these steps is described in detail in the article by Lowe et al. (2007). The instructor should remind students of the differences between synonymous and non-synonymous mutations, and between missense and nonsense mutations, and emphasize that it is rare that studies will discover a missense or nonsense mutation that obviously has a clear alteration of protein function. It is more likely to be the case, especially when studying complex disorders, that the variant(s) may instead affect risk of disease by more subtle mechanisms, such as altering gene expression. It is quite difficult to separate benign variation from possible functional variation, and there is no simple road map or recipe on the best way to demonstrate a functional role for a variant (see Prokunina and Alarcon-Riquelme 2004 for a review). The strategy will usually involve some combination of in silico (bioinformatic predictions) and in vitro (laboratory experiments) work. Examples of in vitro functional studies include splicing studies to evaluate if an allele is affecting how a gene is spliced, and reporter studies to investigate allele-specific regulatory effects on the expression of a reporter gene. The teacher should point out possible problems in such studies related to differences in tissue type used in the experiment (e.g. only lymphocytes may be available but the expression of the gene more related to the phenotype under study would only be seen in brain tissue). Furthermore, environmental interactions, and differences
in tissue quality and preparation between individuals may complicate interpretation of results. In silico studies include algorithms to predict transcription binding sites, and comparison of conserved sequences across species.

Ultimately it is in vivo studies that will demonstrate the causal role of a gene/variant in the expression of a phenotype. Specific mutations can be inserted into experimental animals (usually mice), or the gene itself can be ‘knocked out’ (made non-functional). The instructor should explain that not all human phenotypes are amenable to animal models, and it may take creative and careful work to define an animal phenotype that is parallel to the human phenotype. Environmental interactions should not be ignored in this stage, as even when investigating a true genetic risk factor, phenotypes may not be expressed in animal models without an environmental contribution. After a causal link between a specific variant and a phenotype has been established, it will still be necessary to screen this gene in other persons with the same phenotype to identify additional causal mutations – for example the \textit{BRCA1} gene that increases risk for breast cancer has thousands of known mutations. It is possible that newly ascertained breast cancer patients from families with strong risk for breast cancer may harbour an entirely new mutation in this gene.

**Ethical and public health issues**

Establishing a causal link between a gene/mutation and phenotype enables persons at risk for the phenotype to be genetically tested for mutations. The ethical and social implications of testing subjects for known causal mutations should be discussed with students. Whole-genome or whole-exome sequencing data gives the possibility to identify deleterious variants not related to the phenotype under study (e.g. identifying breast cancer mutations in persons ascertained for a study of lipid disorders) and this can raise ethical issues involved with relaying such information to study subjects.

The teacher should explain the concepts of sensitivity, specificity, and the positive predictive value of a genetic test. Design issues in genetic risk prediction studies should be mentioned (Janssens et al. 2011). Students should discuss what value a genetic test outcome might have for a subject, if any, when there is no additional treatment for the phenotype that could be applied as a result of knowing the subject’s mutational status.

**Computer programs for data management and data analysis**

The online resources list URLs where many computer programs commonly used in the analysis of genetic data can be found. The programs vary a great deal in their ease of use, the operating system they use, and the type of analyses they will perform. No one package will perform all types of analyses possible in
genetic epidemiology. Several websites now contain suites of statistical genetics software, some of which is linked to collaborative networks that can provide peer support (see 'Websites'). The instructor should emphasize that, as this is a growing and changing field, analysis methods and software evolve very quickly, and one must be flexible enough to adapt to these changes. The instructor should also mention that, in real applications, studies will involve thousands of persons and hundreds of thousands of markers. Efficient data management programs are needed to manipulate this volume of data and get it into the correct format(s) for analysis. Laboratories involved in genetic epidemiology often employ not only statisticians to analyse the data, but also data management and IT specialists to handle these large datasets. Guidelines for good practice in computational research should be followed (Sandve et al. 2013).

The Human Genetic Epidemiology Network (HuGENet)

Students should be introduced to HuGENet: a global collaboration of individuals and organizations committed to the assessment of the impact of human genome variation on population health and how genetic information can be used to improve health and prevent disease (<http://www.cdc.gov/genomics/hugenet/default.htm>). HuGENet has defined standards for reporting results from genetic association studies, for replicating genome-wide association studies, and for assessing the quality of evidence in favour of an association. Web resources aim to assemble knowledge from genetic epidemiology studies in various formats. Noteworthy resources include HuGE Navigator (<http://www.hugenavigator.net/>, which provides access to a continuously updated knowledge base including information on population prevalence of genetic variants, gene–disease associations, gene–gene and gene–environment interactions, and evaluation of genetic tests and allows users to search integrated information on genetic associations, published HuGE literature, HuGE investigators, candidate genes, association data extracted from meta-analysis publications and HuGE field synopses generated by domain experts, as well as analysis of temporal and geographic trends.

Students should also be made aware that extensive datasets are being made available for reference and individual level data available for analysis through resources such as dbGaP (database of Genotype and Phenotype), which was developed to archive and distribute the results of studies that have investigated the interaction of genotype and phenotype (see ‘Datasets’). These include genome-wide association studies, medical sequencing, and molecular diagnostic assays, as well as association studies between genotype and non-clinical traits. dbSNP is an online resource that has details of all identified genetic variation which can support research in a wide range of areas including physical mapping and population genetics (see ‘Datasets’).
Support after the course

After an initial course, students can be informed about specific courses that focus solely on practical instruction in specific techniques. These are run by a number of different agencies, including those listed in the web resources. Students should also be encouraged to read the journals noted in ‘Introduction to genetic epidemiology’ regularly as new methods are usually published first in these journals (e.g. see current issues of relevant journals listed in the bibliography). Inform the students of any ongoing seminar series or journal clubs at the university and encourage their attendance and participation.

Assessing students’ achievements

Short courses of undergraduate teaching in genetic epidemiology should check students’ understanding of important concepts and principles. A variety of methods, including short-essay or multiple-choice questions, can be adopted depending on the overall assessment strategy for the course. At the postgraduate level the summative assessment should, in addition, address the application of these principles and the handling and analysis of simple datasets. This is probably best achieved by a supervised research project. This project can be supplemented by assessments requiring critical appraisal of published studies and analysis of simple datasets (using either spreadsheet or specialist genetic epidemiology computer programs which were used in the course). Teachers may also choose to include an assessment of the students’ understanding of the public health, ethical, social, or legal implications of advances in the understanding of the role of genetic factors in common diseases. Examples of opportunities for checking understanding and giving feedback through formative (in course) assessment have been given throughout this chapter.
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National Center for Biotechnology Information, U.S. National Library of Medicine. (2014) dbGaP. <http://www.ncbi.nlm.nih.gov/sites/entrez?Db=gap>, accessed 6 November 2014. The dbGaP (a database of Genotype and Phenotype) was developed to archive and distribute the results of studies that have investigated the interaction of genotype and phenotype. These studies include genome-wide association studies, medical sequencing, and molecular diagnostic assays, as well as association studies between genotype and non-clinical traits.

National Center for Biotechnology Information, U.S. National Library of Medicine. (2014) dbSNP. <http://www.ncbi.nlm.nih.gov/snp>, accessed 6 November 2014. The dbSNP (a database of Single Nucleotide Polymorphisms) is a free public archive of genetic variation within and across different species; the archive was developed and is currently hosted by the National Center for Biotechnology Information (NCBI) in collaboration with the National Human Genome Research Institute (NHGRI).
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Laboratory of Statistical Genetics, The Rockefeller University. (2014) Computer Programs. <http://lab.rockefeller.edu/ott/programmes>, accessed 6 November 2014. This website contains a suite of freely downloadable programmes, including LINKAGE, FASTLINK, and GENEHUNTER, that can be used for parametric and non-parametric analysis of pedigree data.

Montana, G. (2014) CRAN Task View: Statistical Genetics. <http://cran.r-project.org/web/views/Genetics.html>, accessed 6 November 2014. R is a free downloadable programme for interactive statistical analysis, and several researchers have contributed add-on packages for use in R. The link above is to the genetics package. Other packages of possible interest can be found at <http://cran.r-project.org/web/views/>.


Purcell, S. and Sham, P. (2009) Genetic Power Calculator. <http://pngu.mgh.harvard.edu/~purcell/gpc/>, accessed 6 November 2014. This interactive online calculator provides an easy way to estimate the power of a sample in order to detect association to a trait. Several different designs, including case-control and family-based control, are available.

SAS Institute Inc. (2014) SAS/Genetics(TM) 9.2 User’s Guide. <http://support.sas.com/documentation/cdl/en/geneug/59659/HTML/default/viewer.htm#geneug_intro_sect001.htm>, accessed 6 November 2014. SAS is a commonly used statistical analysis package. SAS is not free but most universities have site licences for SAS, and many epidemiology students might be familiar with SAS from other work. The SAS Genetics package could be a useful add-on for those individuals already working in this environment.

UCLA Human Genetics. (2014) UCLA Human Genetics Software Distribution. <http://www.genetics.ucla.edu/software/>, accessed 6 November 2014. This site hosts Mendel, a comprehensive package for exact statistical genetic analysis of qualitative and quantitative traits and which is freely available for download. Mendel can analyse both association and pedigree data under a variety of models. Numerous example files are provided that could be used as teaching tools.

University of Michigan Center for Statistical Genetics. (2014) Gonçalo’s Software. <http://www.sph.umich.edu/csg/abecasis/software.html>, accessed 6 November 2014. Gonçalo Abecasis leads a small research group in the University of Michigan’s Department of Biostatistics’ Center for Statistical Genetics. His group is focused on developing the computational and statistical tools required for understanding human genetic variation, with a particular focus on complex human disease. He has a variety of useful, free programmes for download, including Merlin for linkage analysis.
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**Short courses in genetic epidemiology**

**Laboratory of Statistical Genetics, The Rockefeller University.** (2014) *List of Short Courses of Genetic Analysis*. <http://lab.rockefeller.edu/ott/shortcourses>, accessed 6 November 2014. This website provides a listing of a number of short courses on genetic analysis.


**UCLA Human Genetics.** (2014) *Courses*. <http://www.genetics.ucla.edu/courses/> , accessed 6 November 2014. The Department of Human Genetics at the University of California, Los Angeles, usually offers annually a short course in statistical genetics. Much of the work in the course focuses on the use of the software package Mendel. However, general principles and lessons can be carried over to other settings.

**Wellcome Trust.** (2014) *Advanced Courses and Scientific Conferences*. <http://www.wellcome.ac.uk/Education-resources/Courses-and-conferences/Advanced-Courses-and-Scientific-Conferences/>, accessed 6 November 2014. The list of courses provided by this website includes ones on human genome analysis: genetic analysis of multifactorial diseases and design, and analysis of genetic-based association studies.
Introduction to teaching molecular epidemiology

Molecular epidemiology has been defined in many ways (Foxman and Riley 2001); differences between definitions are more attributable to a lack of clarity on what constitutes ‘molecular’ than coming from the definition of ‘epidemiology.’ ‘Molecular’ has become a synonym for modern molecular techniques that characterize nucleic and amino acids and sometimes also includes metabolites (the ‘omics’: genomics, transcriptomics, proteomics, and metabolomics). Even this definition of ‘molecular’ is narrow, as it excludes many laboratory techniques applied to biologic material that might be usefully included in the study of the distribution and determinants of population health and disease. I prefer to define ‘molecular’ as any laboratory technique applied to biological material. This preference reflects both the ongoing, rapid development in laboratory methods, and my experience that, regardless of the actual technique, the underlying principles of integrating laboratory techniques with epidemiology are the same. Thus, I focus my course on the implications of the merger of ‘molecular’—however defined—with the design, conduct, and analysis of epidemiologic studies.

What is different about a molecular epidemiologic study and an epidemiologic study that uses molecular techniques is that there is a true merger of the disciplines: molecular biologic techniques integrated into epidemiologic studies, and epidemiologic methods fruitfully applied in a laboratory setting. When applied in epidemiologic studies, molecular biologic techniques enhance measures of diagnosis, prognosis, and exposure, reducing misclassification and increasing the power of studies to understand the etiology. When epidemiologic methods are applied in a laboratory setting, the focus on representative samples and population distributions illuminates the heterogeneity of microbial populations, and of human immune response to those populations, leading to more nuanced interpretations of results from ‘model’ organisms. A single molecular epidemiology course cannot even begin to substitute for the years of training required to become an expert in molecular techniques or
epidemiology; however, the student can develop sufficient vocabulary to begin bridging the two fields.

It is difficult for an individual who has never worked in a laboratory to appreciate the inherent variations that can occur in laboratory work. Instruments are calibrated and re-calibrated, and repaired or replaced; new lots made or purchased or reagents ordered from different companies; and specimens frozen and then thawed out for testing. Improper calibration, subtle changes in results with instrument repair or replacement or using new reagents, and variation in results with storage length or conditions, along with the human element, all contribute to variations in results. The extent that these are a problem depends upon what is being measured and how well it is known to associate with the underlying construct. Epidemiologic audiences often take molecular techniques at face value; the instructor must help them appreciate the complexity of molecular techniques and potential for error so they will scrutinize laboratory results with the same jaundiced eye applied to standard epidemiologic measures collected via questionnaire, from medical records, or via physical examination.

Similarly, an individual who has never collected data or managed large datasets has little appreciation for the complexities of data collection, management, and analysis. Collecting data and analysing results from a well-designed experiment in the laboratory is generally straightforward as compared to the field; in the laboratory, many of the sources of variation inherent in observational studies can be controlled by the investigator. By contrast, collecting data from people who live freely as opposed to caged animals poses many challenges: a participant may refuse to participate in part or all of a protocol; collecting data at multiple-study sites increases the chances that specimens are improperly labelled, shipped, or stored; and humans vary greatly in their medical history, diet, environmental exposures, and genotype in ways that are difficult to control. It is easy to ensure that a mouse has fasted for a specified time period before a specimen is collected; ensuring that a human participant has fasted is much more difficult.

Regardless of the student’s previous training, the challenge to the student and instructor is to begin to truly bridge the different disciplines. Integrating molecular tools into an epidemiologic study not only increases the complexity of study conduct and analysis but can directly impact the study design. Measures may be time, space, or storage dependent: one test may be usefully applied anytime during a disease process, and another only at one stage in the natural history. Some tests work well on samples frozen for years, and others require almost immediate testing. This limits the options for working with databanks, the choice of study population, and the acceptability of testing to
participating study sites and participants. Further, determining these parameters often requires a study all by itself. Similarly, making population estimates of molecular parameters requires appropriately designed studies, something that is not merely a matter of common sense. Laboratorians often are not trained in population approaches and may not consider that any limitations of the study collections available to them from the freezer or their local clinician must be taken into account in interpreting the study results. It is still easy to find examples of studies limited in either of these manners in the literature for class discussion.

Finally, the availability of low-cost, high-throughput techniques, the omics, makes it possible to include these measures in epidemiologic studies. The results of these assays are (usually) multidimensional data that require considerable data management and analysis—often with specialized software—to reduce to measures amenable for integration with epidemiologic data. Genome-wide analyses of microbial and human genomes, assessments of changes in gene expression in health and disease or varying by exposures, and metabolomics screens are just a few examples.

The application of molecular tools in epidemiology is not new, particularly for infectious diseases. However, the number of molecular tools available and the range of potential applications have grown exponentially over the past two decades. The challenge to the instructor is to impart general principles that will hold, regardless of the techniques used. A molecular epidemiology course should familiarize the student with the underlying concepts and jargon of both molecular biology and epidemiology and build up appreciation for the strengths and develop understanding of the weaknesses of both molecular biology and epidemiology. In this chapter I outline my suggestions for core topics to cover in a molecular epidemiology course.

**Teaching objectives**

Courses in molecular epidemiology are offered not only in epidemiology departments but also in departments of the biological sciences. These are quite different audiences but central to teaching in either environment is to impart the strengths and weaknesses of both molecular and epidemiologic techniques. In a molecular epidemiology course preconceived notions regarding the validity and reliability of laboratory data and simplicity of epidemiologic methods often must be overcome before the students appreciate how choice of a particular molecular tool can influence the study design, conduct, and analysis and thus the study findings. Ideally, the student will have an opportunity at least to observe a laboratory setting and will be presented with exercises that lead them
to wrestle with the complexities of study design while incorporating molecular measuring tools. My teaching objective for an introductory course is to have students acquire a basic understanding of how to choose, evaluate, and apply new technologies in epidemiologic studies and to be able to evaluate the ethical implications of those choices.

In the absence of an entire course, students might be usefully introduced to the types of molecular tools that are increasingly applied in epidemiologic studies. Increasingly, a lecture or two on molecular epidemiology is included in courses on infectious disease epidemiology and cancer epidemiology. The former generally focuses on molecular typing tools used in outbreak investigation and surveillance, and the latter on biomarkers, describing the application of and enhancements gleaned from using more sensitive and specific measuring tools.

Regardless of whether taught as a unit in an existing course or as a separate course, including numerous examples of the benefits and limitations of making an epidemiologic study ‘molecular’ are in order. Two of the many past triumphs of molecular epidemiology were increased understanding of hepatitis etiology, leading to the prevention of post-blood-transfusion hepatitis, and the role of biomarkers in discovering the etiologic pathway linking benzene with haematologic cancers (Vineas and Perrera 2007). Molecular tools enhanced classification, enabled the identification of intermediate stages of pathogenesis, were essential in demonstrating a cause–effect relationship, and, for hepatitis, in developing both the hepatitis A and B vaccines and a test to screen blood for the hepatitis viruses, protecting the blood supply (Tobler and Busch 1997). Currently, molecular tools are a standard component of surveillance reports for foodborne illness and other infectious diseases. Most reports of outbreak investigations include molecular evidence confirming (or refuting) the epidemiologic evidence pointing to a disease reservoir or a transmission chain. Studies using expression arrays to compare gene expression in health and disease, or metabolomics screens to compare metabolic profiles in health and disease, are increasingly common for infectious and non-infectious conditions: a PubMed search for ‘gene expression profile and disease’ resulted in 6,409 citations and a search for ‘metabolomics profile and disease’ produced 151 citations (searches conducted 20 April 2013).

**Teaching content and format**

A model course syllabus for an introductory course is shown in Table 13.1. The presentation in this section follows the syllabus outline; suggested readings are also listed in Table 13.1.
Table 13.1  Course syllabus: suggested topics and associated readings

<table>
<thead>
<tr>
<th>Date</th>
<th>Topic</th>
<th>Readings</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Introduction: demonstrate range of potential applications of molecular tools to epidemiologic studies</td>
<td>Chapters 1 and 2, Foxman, B. (2012) <em>Molecular Tools and Infectious Disease Epidemiology</em>. Amsterdam: Academic Press.</td>
</tr>
</tbody>
</table>
Table 13.1 (continued) Course syllabus: suggested topics and associated readings

<table>
<thead>
<tr>
<th>Date</th>
<th>Topic</th>
<th>Readings</th>
</tr>
</thead>
</table>
Knowledge of molecular methods that can be applied in epidemiologic studies, and their strengths and weaknesses

Reports of new molecular tools or technological improvements to existing tools appear almost daily in the literature. Fortunately, if one is familiar with the basic classes of tools, this myriad becomes understandable, enabling a more informed evaluation of the applicability and suitability of applying a particular technique in an epidemiologic context. Tools can be classified by underlying technique: the polymerase chain reaction (PCR), gel-based techniques, sequencing, antibody–antigen reactions, and hybridization. They can also be classified by the products measured: DNA, RNA, protein, and metabolites. Depending on how and what is measured, the measurement can be either a direct or indirect measure of the item of interest. Whether a tool is suitable for application in an epidemiologic context depends on the measures’ reliability and validity, the type of specimens that must be tested, how those specimens must be collected, processed, and stored, and the costs. There are several good texts and web-based resources reviewing the different molecular techniques; the challenge is to find a resource that presents the material at the appropriate level for the intended audience. Unfortunately, it is more difficult to find information on the reliability and validity, and specimen collection and handling requirements, which are critical elements for choosing between techniques; at this writing, it is often necessary to use a variety of sources, from the literature to package inserts, to expert opinion to obtain this information.

The material must be presented at the correct level for the audience. While most students in biology will be familiar with at least some of the techniques, many epidemiology students will have rudimentary knowledge at best of the techniques or even of the biological products that might be measured. As the technical aspects remain a moving target, technical material is often best covered by a local expert.
The instructor can then present examples of applications in an epidemiologic context, and compare-and-contrast techniques by raising questions regarding the reliability and validity, and specimen collection and handling requirements. It is helpful to use a mix of historically notable and current examples.

How much time should be spent on describing the techniques depends on the background of the audience. My teaching objective is to enable the student to be able to understand the theory behind the technique at a level sufficient so that s/he can ask the right questions to determine if the technique will be appropriate for the desired purpose.

**Choosing the right measuring tool for the application**

What is the correct measuring tool depends on the research question, the current understanding of the etiology or underlying biology relating to the research question, and the study design. Depending on the research question, the study design may define the measuring tool, or the measuring tool the study design. Thus, it is best to include discussions about selecting the measuring tool(s) early on in the study design process.

With the advent of new measuring techniques, the development of the technique is often a rationale for conducting the study. However, just because a new technique is available does not mean it is the correct measuring instrument to address the research question. It is also useful to ask whether it is either necessary or appropriate to include a molecular measurement. For example, consider that exposure to cigarette smoke can be assessed by measuring smoking metabolites in the blood or urine; however, this assay gives no information about past exposure—which can be accurately assessed via questionnaire. If smoking history rather than current smoking exposure is the variable of interest, the investigator should use a questionnaire.

To emphasize these points, I include an in-class group exercise that requires students to compare and contrast using two different measuring tools for measuring approximately the same construct, in terms of strengths and weaknesses, validity and reliability, and requirements for specimen handling, processing, and testing, including costs. This compare-and-contrast exercise is also a component of the final class project.

**Designing a validation and reliability study**

Every molecular tool must be evaluated in the hands of the investigative team prior to implementation in the field, regardless of whether there are commercial kits available or published reports on the validity and reliability. Like cake mixes, laboratory kits are more or less sensitive to minor variations in instruments used, the ‘standard’ reagents added (such as impurities in the water),
accuracy of measurement, and processing. The investigator must be cognizant of this fact and feel comfortable overseeing appropriate testing of molecular techniques. For example, before going into the field to collect data, the investigator must consider how specimens are collected, what media they are collected into, the temperature they should be held at before and during shipping, whether specimens must be processed immediately or can be stored and batch processed at a later time, and so forth. If there are two or more technicians, both inter- and intra-technician variability should be assessed. Thus, it is essential that the student be comfortable designing and analysing validity and reliability studies and can identify the different situations where this type of study should be conducted.

In this section of the course, I generally review the differences between validity and reliability and the measures used to assess them. We discuss the components of the study design, particularly choosing samples for study that cover the range of values, and estimating the sample size required. We review current examples in the literature, and students work in small groups to design a specific example. The final class project includes descriptions of validity and reliability assessments for the selected molecular measure.

**Designing a quality control/quality assurance plan**

Molecular epidemiologic studies increase the complexity of data collection and processing. All epidemiologic studies should have in place methods to ensure that data meet a specific standard of quality (quality control), and ongoing procedures to monitor, verify, and document performance (quality assurance). Quality control and quality assurance procedures often appear in epidemiologic courses on clinical trials but coverage may be minimal otherwise. For clinical trials, the emphasis is often on questionnaire and specimen collection rather than on laboratory testing. By contrast, someone trained as a medical technologist will have substantial training on ensuring quality control and quality assurance with respect to laboratory testing but the training probably does not extend to issues beyond the laboratory.

In molecular epidemiologic studies, quality control and quality assurance procedures must encompass all aspects of data collection and analysis: from overseeing interviewers and documents, to specimen collection, handling, processing, and testing, to data entry, to analysis. Specimens must be tracked through various stages of processing: one specimen may become several and all resulting specimens must be correctly labelled, and their location known. If specimens are stored for testing in batches, the investigator must monitor variation within and between runs, determine the effects of storage on results, and institute procedures to minimize errors.
This material can often seem trivial. In order to bring the complexity to the fore, I ask students to list all the steps from data collection through analysis for a study of their own design and to note any step where either quality assurance or quality control is indicated. I then ask them to outline all the steps in specimen handling, list the sources of potential errors, and design appropriate quality control and quality assurance procedures for at least that one aspect of the proposed study. This exercise illuminates both the need to design quality control and quality assurance procedures up front and the time and effort involved (an example of this is included in Table 5, chapter 10, in Foxman 2012).

**Familiarity with data repositories, databases, and associated software output specific to using molecular data**

Molecular techniques, particularly PCR, make it possible to detect exquisitely small amounts of genetic material. While the technique has definite limitations, it does provide new options for screening existing data repositories or stored material collected for other reasons. For example, with PCR, it is possible to determine the microbial genetic content of stored Gram stains from vaginal smears and to determine human genetic content from small amounts of stored blood and blood products, saliva, urine, and other human specimens. Repositories are thus an important resource for conducting studies or testing new hypotheses in an economical fashion. They are also useful for obtaining control specimens for studies or conducting reliability or validity experiments. The value, however, depends on epidemiologic concerns: how the specimens were collected. Thus, an introduction to existing biologic specimen repositories and collections available from governmental agencies and foundations should also raise epidemiologic concerns. Students should be encouraged to consider if they might be able to address a specific research question using existing data, and the strengths and weaknesses of that approach, given a specific molecular measure.

There are a number of databases specific to molecular data. Using these data, whole genomes or genetic sequences can be aligned and compared, and guesses made as to what type of protein is coded for and its putative function. Using sequence from highly conserved genes (usually genes coding for the ribosome, which is present in all cells), the microbes present in a sample from a microbial community can be determined (e.g. determine what microbes are present in saliva). Databases can be searched for homologous genes appearing among other eukaryotic or prokaryotic genomes to gain insight into function. Currently, finding these resources can be difficult, even with excellent search engines, as appropriate key words are essential; thus, the goal is to make students aware that such databases might exist and point them to strategies for
finding them. A compendium of useful databases for molecular biology can be found in the Molecular Biology Database Collection, which is updated annually (for the 2013 listing, see Fernández-Suárez and Galperin 2013). Some of these databases are searchable using PubMed.

There has been tremendous advance in how data from these data-mining exercises are displayed. Depending on the class, the instructor may wish to include instruction as to how to align or search genetic material or how to interpret the output from common searches, such as BLAST, or how to create and read dendrograms.

**Biosafety and protection of human subjects**

Rules and regulations abound that relate to the collection, storage, handling, and shipping of biological specimens. There are additional rules and regulations relating to the use of recombinant DNA and infectious agents, including requirements to register with an institutional biosafety committee and to obtain the proper paperwork for shipping and receiving infectious materials. Investigators are also responsible for the health and safety of study personnel and of study participants. Ignorance of regulations is no defence in the eyes of the law; thus, we have failed our students if we do not introduce them to the rationale behind the regulations, and the various methods of oversight currently in place.

My goal for this section is to make students aware of the various situations where they must interact with regulatory bodies. For example, in the US, laboratories are inspected to ensure the health and safety of employees; inspection includes review of a laboratory manual that must be created according to specification. If a study uses biological specimens, the investigator must register with the biosafety committee, and ensure that the specimens are being handled in a laboratory that has the requisite level of biosafety. Personnel handling potentially infectious agents must be trained in proper precautions and offered vaccination. Some infectious agents are subject to specific regulation because of their potential use as bioweapons. Proper consent must be obtained from study participants for all anticipated uses of their specimens. The list is long, and discussing regulations is fatiguing. Requiring students to investigate and prepare a report on what regulations must be followed for conducting a particular study makes the effort both more real and less tedious.

**Ethical issues**

Melding fields also means melding cultures. This can lead to conflict, particularly with respect to areas that vary by culture. Ethical issues that should be addressed are authorship, protection of human subjects, sharing of data, and peer review.
All researchers conducting human and animal studies should know the regulations for protecting human and animal subjects, and the justification for those regulations. Two issues specific to molecular epidemiologic studies are (1) the use of specimens from biorepositories and (2) protecting confidentiality, when—if linked to appropriate databases—the results are uniquely identifying (such as genetic sequence). Molecular epidemiologic studies often take advantage of biorepositories or collect specimens that will constitute a future biorepository. While somewhat a moving target, there is increasing consensus on the need to acquire specific consent for inclusion in a biorepository at time of collection. Further, the use of already collected samples for new studies may require additional review by the appropriate regulating body, and possibly consent by the participants. Any sample that contains human genetic material or other material that uniquely identifies an individual (e.g. human microbiome studies) is held to a higher level of ethical protection. Students should be made sensitive to ethical concerns regarding collecting for and using samples from biorepositories and be made aware of the rapid changes in regulations and ethical guidelines relating to use of these data for genetic assays.

In most laboratory sciences the most prestigious position on an authorship list is the last one; this may or may not be true for a specific epidemiologic specialty. Students can be taught how to decipher who is the most senior author (e.g. who the corresponding author is or whose grant funded the project) on papers. They should also be made aware of requirements for authorship, at least as stipulated by many major journals. As interdisciplinary studies merge fields that may have different expectations for the amount of work that constitutes authorship, some discussion of case examples, and how authorship conflicts might be avoided, is helpful. The discussion should usefully distinguish between authorship and an acknowledgement; students should be cautioned that any person they intend to acknowledge should be consulted first.

The Human Genome Project set a standard for data sharing that includes uniform standards of reporting, and depositing of gene sequences in public databases on a timely basis. This level of transparency has been, and remains, quite rare in other epidemiologic contexts, although there is an increasing push towards the development of public access databases for large projects. The microbial community also has a history of sharing materials, as microbes are often renewable resources. The expectation upon publishing in some microbial journals is that all microbial isolates will be made available upon request. What types of materials should be made available, and over what timing, is a fruitful area for in-class discussion.

Finally, students should be introduced to the process of peer review, and a discussion of giving and receiving criticism. While peer review is not unique to
molecular epidemiology, peer review that crosses disciplines can be particularly, albeit unintentionally, harsh. Different cultures have different expectations regarding what points are important and which ones are assumed (or trivial). In a study of antibiotic resistance, the prevalence of the resistance phenotype has more clinical relevance than the prevalence of the specific gene(s) coding for resistance. However, reporting phenotype alone is considered trivial in some contexts, resulting in a less than favourable review. The ability to give constructive criticism and to interpret criticism constructively is a learnt skill. Thus, throughout the course, I have students criticize each other’s work as a formal graded assignment.

Evaluation

An introductory course in an interdisciplinary area requires a mixture of different types of learning. A certain fraction will be knowledge based: learning the vocabulary of molecular biology and epidemiology. This is most easily evaluated by a test. Other aspects require analysis and synthesis, which is best evaluated by writing papers. I recommend evaluation at several points. I ask students to complete a quiz on the first day of class—or prior to class on a website—in order to assess the familiarity of the students with molecular and epidemiologic jargon. Students with a weaker understanding can be directed to materials to make up their deficits or to take a prerequisite. I also test knowledge using an in-class examination after covering the molecular tools and reviewing epidemiologic study designs. This ensures that all students have attained a similar level of comfort with the vocabulary of both fields, enhancing in-class discussions and work on the group project.

To help students bridge the fields, I assign group projects, which entail a literature review and then application of each of the topics covered in class to the selected topic. I have tried a mix of student-generated topics and asking them to choose from specific research questions. The former works better for more senior students. Regardless of how the project topic is selected, having a defined research question and condition that they learn well provides a structure for applying and wrestling with complex methodological considerations arising from melding molecular biology with epidemiology. I prefer group projects because discussion enhances understanding. However, to evaluate individual contribution, some of the preliminary papers towards the final project are developed individually. I review the final written project in draft and final form, and the proposal is also peer reviewed. In addition, each group presents their project orally for class discussion; the oral presentation is reviewed by me and by their peers.
Conclusion

Although the term ‘molecular epidemiology’ was coined in the early 1970s (see for a review Foxman and Riley 2001), the parameters of the field have only recently been defined. Laboratory methods are integrated into various aspects of infectious disease, cancer, cardiovascular, and environmental epidemiology; therefore, a course focusing on the vocabulary and principles needed to conduct these interdisciplinary efforts is a welcome addition to the curriculum of most epidemiologic programmes. By choosing appropriate examples, I hope that the curriculum described above can be adapted to emphasize the application in any epidemiologic subspecialty using molecular measures.

Bibliography


Suggested texts

Carrington, M. and Roelzel, A. R., eds. (2001) *Molecular Epidemiology*. New York: Oxford University Press. This introductory text gives an overview of a variety of typing methods used for infectious diseases and some techniques used on the human genome and discusses some analytic techniques, e.g. phylogenic analysis. Presumes knowledge of biology; includes protocols.


Foxman, B. (2012) *Molecular Tools and Infectious Disease Epidemiology*. Amsterdam: Academic Press. This introductory text presents the key points of consideration when integrating molecular biology and epidemiology, discusses how using molecular tools in epidemiologic research affects program design and conduct, considers the ethical concerns that arise in molecular epidemiologic studies and provides a context for
understanding and interpreting scientific literature as a foundation for subsequent practical experience in the laboratory and in the field.

Morand, S., Beaudeau, F., and Cabaret, J., eds. (2012) New Frontiers of Molecular Epidemiology of Infectious Diseases. London: Springer. This text focuses on the incorporation of population and evolutionary genetics into molecular epidemiology studies of infectious diseases.


Schulte, P. A and Perera, F. P., eds. (1993) Molecular Epidemiology: Principles and Practices. San Diego: Academic Press, Inc. The first half of this text is on epidemiologic methods addressing specific concerns of molecular epidemiologic studies. Much of this is still relevant, although the examples are old. The second half consists of a series of chapters giving applications from a variety of different substantive areas, focusing primarily on chronic illnesses and the use of biomarkers. The examples are updated in the second edition.
Introduction to social inequalities in health

Teaching about social inequalities in health is fundamental to epidemiology. The first reason is substantive: social injustice harms health (Krieger 1999; WHO Commission on the Social Determinants of Health (CSDH) 2008; Krieger 2011). Understanding how we embody inequality, and what can be done to prevent this, is key to the mission of both epidemiology and public health overall. The second reason is methodological: health inequities affect the conduct of rigorous science, whether or not the focus of the research is on social inequalities in health per se (Krieger 2011). Epidemiologic evidence, whether experimental or observational, can be rendered invalid by socially patterned selection bias, confounding, and misclassification (Davey Smith 2003; Krieger 2007a). We ignore these issues at our peril—with life-and-death consequences for the public’s health.

In this chapter, I offer guidelines for teaching an introductory epidemiological course on social inequalities in health. My approach is partly based on teaching, for the past twenty years, a US graduate-level public health course on ‘History, politics, and public health: theories of disease distribution and social inequalities in health’ (Krieger 2011). Also relevant is my etiological, methodological, and theoretical work as a social epidemiologist concerned with analysing, monitoring, and addressing health inequities. My perspective, which emphasizes critical learning, is grounded in ecosocial theory. This theory of disease distribution, which I first proposed in 1994 (Krieger 1994) and have elaborated since (Krieger 2001a, 2011), is fundamentally concerned with health inequities, the relevance of history, biology, and society for epidemiologic thinking, and socially responsible science.

Teaching objectives

The potential scope of an introductory course on social inequalities in health is enormous, given the range of substantive, conceptual, and methodological
topics that could be covered. Moreover, a class on this topic could be taught not only to graduate students in the health professions but also in other disciplines (e.g. sociology, anthropology, policy, etc.) and to students at other levels (e.g. undergraduate). It could, likewise, be designed for health activists and community members working to eliminate health inequities (see e.g. International People’s Health University 2013 and NACCHO 2013). Because Teaching Epidemiology is intended for ‘teachers in epidemiology, public health, and clinical medicine’, however, my chapter proposes a graduate-level, sixteen-session introductory course.

As a starting point, when teaching epidemiologists and other health professionals, I have found it more fruitful pedagogically to work with students first for conceptual clarity on the substantive questions (e.g. what are health inequities and what causes them), and then address the methodological issues raised by trying to answer these questions empirically and testing the relevant hypotheses. For this reason, I suggest that an introductory course on social inequalities in health focus primarily on definitional and conceptual issues and secondarily on methodological concerns. A follow-up course on methods for studying health inequities would be a logical successor.

Based on these considerations, Box 14.1 provides a sample course description and set of learning objectives. Because the proposed class is meant to be global in reach and easily adaptable to whatever country-context in which it is taught, the course description does not focus on a particular country or geographic area. Where appropriate, however, case examples should be drawn from the country focus of the course, to bring home the issue of health inequities to the enrolled students.

It would, of course, be possible to design separate introductory epidemiologic courses for any of the areas addressed by the proposed class, for example, on theories of disease distribution for studying health inequities, on class and health, on racism and health, or gender and health, or sexuality and health, or the geography or history of health inequities, etc. While these more focused types of introductory courses are needed (and do exist), an introductory course that integrates material on a wide range of health inequities, to make clear their interconnections, similarities, and differences, is essential. After all, our bodies daily integrate and embody our societal and ecological context (Krieger 1994, 2011); our teaching (and research) should do no less.

The learning objectives provided in Box 14.1 build on the course description and clarify the specific knowledge and skills that students should obtain as a result of having taken the class. The emphasis on students gaining a critical perspective and acquiring the capacity to engage in debates stems from my pedagogic orientation. Students learn best when they are encouraged to be
Box 14.1 Course description and learning objectives for proposed introductory course on social inequalities in health

Course description:

This sixteen-session course is an introduction to the epidemiology of social inequalities in health. It is intended to provide a critical understanding of what health inequities are and why they matter—for the lives of those burdened by health inequities and for the rigour of epidemiologic research. The course will

1. introduce definitions of and debates over the meaning of ‘social inequalities in health’;
2. briefly review historical dimensions of health inequities, to give context to current trends;
3. introduce key theoretical perspectives that guide epidemiologic research on health inequities (e.g. social production of disease/political economy of health, neo-materialist, psychosocial, life course, and ecosocial);
4. define key dimensions of health inequities within and between countries, especially in relation to class, racism, gender, sexuality, and global politics;
5. critically review epidemiologic research on these different—and interconnected—dimensions of health inequities, taking into account etiologic pathways by which inequality is embodied, in relation to both level and life course; and
6. consider debates over whether it is ‘politically correct’—or correct and necessary—for epidemiologists to pay attention to links between social inequality and health, as either a primary research focus or in investigations not directly concerned with health inequities.

Learning objectives:

The overall goal is for students to develop a critical understanding of ‘social inequalities in health’ and why they matter. By the end of the course, students will be able to do the following:

1. Define what is meant by ‘social inequalities in health’, and discuss debates about its meaning.
2. Describe different theoretical frameworks epidemiologists use to study health inequities.
active and questioning learners, not passive consumers of received knowledge (Friere 1970). The real world of scientific inquiry is fraught with unanswered questions, conceptual and methodological debates, and contending perspectives. Students need to be trained to enter this world, equipped with relevant conceptual tools, substantive knowledge, and the ability to challenge dogma and debate ideas.

**Teaching content**

The course content, presented in outline form in Box 14.2 and described in more detail below, flows from the course objectives. Table 14.1 provides a brief guide to key concepts the course should cover, and Table 14.2 lists fifteen suggested readings.

**Session 1: what are ‘social inequalities in health’? Definitions and debates**

This first session should address what is even meant by the phrase ‘social inequalities in health’ (see Box 14.1). It should likewise clarify that because the focus of the course is on health inequities—that is, how social inequality shapes population health—other causes of disease and disease distribution unrelated to inequity will be discussed only as warranted. A key concept is that the non-equivalence of health status between groups can arise in two very different ways: (1) because they are socially produced and are due to unfair and unjust societal conditions, or (2) because they arise from variations that are not socially determined (see Box 14.1; Whitehead 1992; Krieger 2005a; WHO CSDH 2008). The former constitute what is increasingly referred to as ‘health inequities’ (also termed ‘social inequalities in health’); the latter, simply differences in health
status. For example, the fact that men get prostate cancer but women get cervical cancer is a difference, not an inequity. By contrast, which women and which men are at high risk of being diagnosed with or dying from these diseases can be a matter of inequity, as evidenced by racial/ethnic and class patterns for these health outcomes (Krieger 2005a). The readings assigned for this class should
<table>
<thead>
<tr>
<th>Key concept (alphabetical order)</th>
<th>Brief explanations, excerpted from ‘A glossary for social epidemiology’ (Krieger 2001b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biologic expressions of social inequality</td>
<td>‘Biologic expressions of social inequality’ refers to how people literally embody and biologically express experiences of economic and social inequality, from in utero to death, thereby producing social inequalities in health across a wide spectrum of outcomes. . . .’ [See also Krieger 2011]</td>
</tr>
<tr>
<td>Discrimination</td>
<td>‘Discrimination’ refers to “the process by which a member, or members, of a socially defined group is, or are, treated differently (especially unfairly) because of his/her/their membership of that group” (Jary and Jary 1995: 169). This unfair treatment arises from “socially derived beliefs each [group] holds about the other” and “patterns of dominance and oppression, viewed as expressions of a struggle for power and privilege” (Marshall 1994: 125–6). . . . Predominant types of adverse discrimination are based on race/ethnicity, gender, sexuality, disability, age, nationality, and religion, and, although not always recognized as such, social class . . . Social epidemiologic analyses of health consequences of discrimination require conceptualizing and operationalizing diverse expressions of exposure, susceptibility, and resistance to discrimination . . . recognizing that individuals and social groups may be subjected simultaneously to multiple—and interacting—types of discrimination. . . .’ [See also Krieger 1999, 2011; Williams and Mohammed 2009]</td>
</tr>
<tr>
<td>Ecosocial theory of disease distribution</td>
<td>‘Ecosocial [theory] . . . seek[s] to integrate social and biologic reasoning and a dynamic, historical and ecological perspective to develop new insights into determinants of population distributions of disease and social inequalities in health. The central question for ecosocial theory is: “who and what is responsible for population patterns of health, disease, and well-being, as manifested in present, past, and changing social inequalities in health?” . . . Core concepts for ecosocial theory . . . include: (1) <strong>embodiment</strong> . . . (2) pathways of <strong>embodiment</strong> . . . (3) <strong>cumulative interplay between exposure, susceptibility, and resistance</strong> [across the life course] . . . (4) <strong>accountability and agency</strong> . . . ’ [See also Krieger 1994, 2001a, 2008, 2011]</td>
</tr>
<tr>
<td>Embodiment</td>
<td>‘a concept referring to how we literally incorporate, biologically, the material and social world in which we live, from in utero to death; a corollary is that no aspect of our biology can be understood absent knowledge of history and individual and societal ways of living’. [See also Krieger 1994, 2005b, 2011]</td>
</tr>
</tbody>
</table>
Key concept (alphabetical order) | Brief explanations, excerpted from ‘A glossary for social epidemiology’ (Krieger 2001b)
--- | ---
Gender, sexism, and sex | ‘Gender’ refers to a social construct regarding culture-bound conventions, roles, and behaviors for, as well as relations between and among, women and men and boys and girls. . . . Sexism, in turn, involves inequitable gender relations and refers to institutional and interpersonal practices whereby members of dominant gender groups (typically men) accrue privileges by subordinating other gender groups (typically women) and justify these practices via ideologies of innate superiority, difference, or deviance. Lastly, sex is a biological construct premised upon biological characteristics enabling sexual reproduction. . . . Sex-linked biological characteristics (e.g., presence or absence of ovaries, testes, vagina, penis; various hormone levels; pregnancy, etc.) can, in some cases, contribute to gender differentials in health but can also be construed as gendered expressions of biology and erroneously invoked to explain biologic expressions of gender. . . .’ [See also Doyal 1995, Krieger 2003a, Payne 2006, Fausto-Sterling 2012]
Human rights and social justice | Human rights, as a concept, presumes that all people ‘are born free and equal in dignity and rights’ (United Nations 1948), and provides a universal frame of reference for deciding questions of equity and social justice. . . . Human rights norms are premised, in the first instance, upon the 1948 Universal Declaration of Human Rights (United Nations 1948) and its recognition of the indivisibility and interdependence of civil, political, economic, social, and cultural rights. A ‘health and human rights’ framework thus not only spurs recognition of how realization of human rights promotes health but also helps translate concerns about how violation of human rights potentially harms health into concrete and actionable grievances which governments and the international community are legally and politically required to address. Understanding of what prompts violation of human rights and sustains their respect, protection and fulfilment is, in turn, aided by social justice frameworks, which explicitly analyze who benefits from—and who is harmed by—economic exploitation, oppression, discrimination, inequality, and degradation of ‘natural resources’ . . . .’ [See United Nations 1948; Boucher and Kelly 1998; Gruskin et al. 2005]
Life course perspective | ‘Life course perspective refers to how health status at any given age, for a given birth cohort, reflects not only contemporary conditions but embodiment of prior living circumstances, in utero onwards . . .’ [See also Kuh and Ben-Shlomo 2004; Davey Smith 2003]
Table 14.1 (continued) Short list of key concepts: epidemiology and health inequities.

<table>
<thead>
<tr>
<th>Key concept (alphabetical order)</th>
<th>Brief explications, excerpted from ‘A glossary for social epidemiology’ (Krieger 2001b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multilevel analysis</td>
<td>‘Multi-level analysis refers to statistical methodologies, first developed in the social sciences, that analyze outcomes simultaneously in relation to determinants measured at different levels (e.g., individual, workplace, neighborhood, nation, or geographic region existing within or across geopolitical boundaries) . . . ’ [See also Diez-Roux 2002; Subramanian et al. 2003]</td>
</tr>
<tr>
<td>Poverty, deprivation (material and social), and social exclusion</td>
<td>‘To be impoverished is to lack or be denied adequate resources to participate meaningfully in society. A complex construct, poverty is inherently a normative concept that can be defined—in both absolute and relative terms—in relation to: “need”, “standard of living”, “limited resources”, “lack of basic security”, “lack of entitlement”, “multiple deprivation”, “exclusion”, “inequality”, “class”, “dependency”, and “unacceptable hardship” (Gordon and Spicker 1999) . . . Deprivation can be conceptualized and measured, at both the individual and area level, in relation to: material deprivation, referring to “dietary, clothing, housing, home facilities, environment, location and work (paid and unpaid)”, and social deprivation, referring to rights in relation to “employment, family activities, integration into the community, formal participation in social institutions, recreation and education” (Townsend 1993 : 93) . . . Social exclusion, another term encompassing aspects of poverty, in turn focuses attention on not only the impact but also the process of marginalization . . . ’ [See also Krieger et al. 1997; Shaw et al. 2007]</td>
</tr>
<tr>
<td>Psychosocial epidemiology</td>
<td>‘A psychosocial framework directs attention to both behavioral and endogenous biological responses to human interactions . . . ’ [See also Marmot 2004]</td>
</tr>
<tr>
<td>Race/ethnicity and racism</td>
<td>‘Race/ethnicity is a social, not biological, category, referring to social groups, often sharing cultural heritage and ancestry, that are forged by oppressive systems of race relations, justified by ideology, in which one group benefits from dominating other groups, and defines itself and others through this domination and the possession of selective and arbitrary physical characteristics (e.g., skin color). Racism refers to institutional and individual practices that create and reinforce oppressive systems of race relations (see “discrimination”). Ethnicity, a construct originally intended to discriminate between “innately” different groups allegedly belonging to the same overall “race”, is now held by some to refer to groups allegedly distinguishable on the basis of “culture”; in practice, however, “ethnicity” cannot meaningfully be disentangled from “race” in societies with inequitable race relations, hence the construct “race/ethnicity” . . . ’ [See also Banton 1998; Krieger 1999]</td>
</tr>
</tbody>
</table>
Table 14.1 (continued) Short list of key concepts: epidemiology and health inequities.

<table>
<thead>
<tr>
<th>Key concept (alphabetical order)</th>
<th>Brief explications, excerpted from ‘A glossary for social epidemiology’ (Krieger 2001b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sexualities and heterosexism</td>
<td>‘Sexuality refers to culture-bound conventions, roles, and behaviors involving expressions of sexual desire, power, and diverse emotions, mediated by gender and other aspects of social position (e.g., class, race/ethnicity, etc.). Distinct components of sexuality include: sexual identity, sexual behavior, and sexual desire. Contemporary “Western” categories by which people self-identify or can be labeled include: heterosexual, homosexual, lesbian, gay, bisexual, “queer”, transgendered, transsexual, and asexual. Heterosexism, the type of discrimination related to sexuality, constitutes one form of abrogation of sexual rights and refers to institutional and interpersonal practices whereby heterosexuals accrue privileges (e.g., legal right to marry and to have sexual partners of the “other” sex) and discriminate against people who have or desire same-sex sexual partners, and justify these practices via ideologies of innate superiority, difference, or deviance . . . ’ [See also Parker and Gagnon 1995; Meyer and Northridge 2007; Committee on LGBT Health Issues 2011]</td>
</tr>
<tr>
<td>Society, social, societal, and culture</td>
<td>‘Society, originally meaning “companionship or fellowship”, now stands as “our most general term for the body of institutions and relationships within which a relatively large group of people live and as our most abstract term for the condition in which such institutions and relationships are formed” (Williams 1983: 291). Social, as an adjective, likewise has complex meanings: “as a descriptive term for society in its now predominant sense of the system of common life,” and also as “an emphatic and distinguishing term, explicitly contrasted with individual and especially individualist theories of society” [italics in the original] (Williams 1983: 286). Societal, in turn, serves as a “more neutral reference to general social formations and institutions” (Williams 1983: 294). By this logic, social epidemiology and its social theories of disease distribution stand in contrast to individualistic epidemiology, which relies on individualistic theories of disease causation . . . Culture, originally a “noun of process” referring to “the tending of something, basically crops or animals” (Williams 1983: 87), presently has three distinct meanings: “(i) the independent and abstract noun which describes a general process of intellectual, spiritual, and aesthetic development . . . ; (ii) the independent noun, whether used generally or specifically, which indicates a particular way of life, whether of a people, a period, a group, or humanity in general; and . . . (iii) the independent and abstract noun which describes the work and practices of intellectual and especially artistic activity” (Williams 1983: 90). In social epidemiology, meaning (ii) predominates . . . ’</td>
</tr>
</tbody>
</table>

(continued)
### Table 14.1 (continued) Short list of key concepts: epidemiology and health inequities.

<table>
<thead>
<tr>
<th>Key concept (alphabetical order)</th>
<th>Brief explanations, excerpted from ‘A glossary for social epidemiology’ (Krieger 2001b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social class and socioeconomic position</td>
<td>‘Social class refers to social groups arising from interdependent economic relationships among people. These relationships are determined by a society's forms of property, ownership, and labor, and their connections through production, distribution, and consumption of goods, services, and information . . . Class, as such, is not an a priori property of individual human beings, but is a social relationship created by societies. As such, social class is logically and materially prior to its expression in distributions of occupations, income, wealth, education, and social status. One additional and central component of class relations involves an asymmetry of economic exploitation, whereby owners of resources (e.g., capital) gain economically from the labor or effort of non-owners who work for them . . . Socioeconomic position, in turn, is an aggregate concept that includes both resource-based and prestige-based measures, as linked to both childhood and adult social class position . . . The term “socioeconomic status” should be eschewed because it arbitrarily (if not intentionally) privileges “status”—over material resources—as the key determinant of socioeconomic position . . . ’ [See also Krieger et al. 1997; Wright 1997; Shaw et al. 2007]</td>
</tr>
<tr>
<td>Social determinants of health</td>
<td>‘Social determinants of health refer to both specific features of and pathways by which societal conditions affect health and that potentially can be altered by informed action. . . ’ [See also WHO CSDH 2008; Krieger 2011]</td>
</tr>
<tr>
<td>Social inequality or inequity in health and social equity in health</td>
<td>‘Social inequalities (or inequities) in health refer to health disparities, within and between countries, that are judged to be unfair, unjust, avoidable, and unnecessary (meaning: are neither inevitable nor unremediable) and which systematically burden populations rendered vulnerable by underlying social structures and political, economic, and legal institutions . . . Social equity in health, in turn, refers to an absence of unjust health disparities between social groups, within and between countries . . . ’ [See also Whitehead 1992; WHO CSDH 2008]</td>
</tr>
<tr>
<td>Social production of disease/political economy of health</td>
<td>‘Social production of disease/political economy of health refer to related (if not identical) theoretical frameworks that explicitly address economic and political determinants of health and distributions of disease within and across societies, including structural barriers to people living healthy lives . . . ’ [See also Doyal 1979; Navarro and Muntaner 2004; Krieger 2011]</td>
</tr>
</tbody>
</table>
review the global terminology on health inequities and the specific terminology employed in the country where the course is taught (e.g. in the US, the most widely used terminology refers to ‘health disparities’; Carter-Pokras and Bacquet 2002; Krieger 2005a).

**Session 2: health inequities in historical perspective—a brief review**

The second session should provide students with an historical perspective on health inequities. This will set the basis for what the class will cover and also counter the false impression, common to students new to this field, that epidemiologists have only recently become aware of social inequalities in
Table 14.2 List of fifteen suggested readings for students interested in epidemiology and health inequities.

<table>
<thead>
<tr>
<th>Topic area</th>
<th>References (in alphabetical order)</th>
</tr>
</thead>
</table>
health and that social epidemiology is a novel discipline. There are three key points:

1. Scholars have long recognized that ways of living and working affect health, with such observations found in the earliest known medical documents. Whether these differential risks are seen as unfair, however, depends on prevailing and contending views about causes of social inequality (e.g. innate or imposed; see Porter 1999; Krieger 2000, 2011).

2. The emergence of epidemiology as a scientific discipline in the early nineteenth century was inextricably bound to concerns about destitution, as spurred by the global public health impact of that era’s massive transformations in ways of living—and of dying. The Industrial Revolution and unleashing of laissez-faire capitalism sparked the creation of a fast-growing, impoverished, urban working class, massive increases in international trade, and an expanding military presence in colonized countries and outposts across the five continents. These developments set the basis for unprecedented European epidemics of cholera and yellow fever, along with declining life expectancy, especially among the urban poor. Through the urgent study of these problems, epidemiology, as a self-designated field of scientific study, was born (see Porter 1999; Krieger 2000, 2007, 2011).

3. Health inequities are historically contingent, meaning that their magnitude and specific forms of expression (for particular outcomes and also for overall measures, such as premature mortality and life expectancy) depend on particular societal conditions (Kunitz 2006). Consider, for example, changes in the association between socio-economic position and smoking: during the twentieth century, in both the US and several European countries, cigarette-smoking rates initially were higher in professional compared to working-class occupations—a trend that then reversed itself (Graham 1996; Brandt 2007).

Yet, while it is important to grasp that there is no one simple ‘story’ of health inequities, a general statement still holds: (1) material resources and knowledge are needed to live a healthy life, (2) social inequality results in the unfair distribution of these resources, and (3) groups subjected to social and economic deprivation typically suffer the worst health status while groups who benefit from the social and economic systems producing these inequities tend to fare best (Krieger 2011). To highlight the relevance of these points for the students in the class, the session should include historical examples of health inequities and investigators who have researched them for the country focus of the course.
Session 3: theoretical frameworks for epidemiologic research on health inequities

The third session should provide an introductory overview of the different theoretical frameworks epidemiologists currently use to analyse health inequities. This is because theory determines what is studied and what is ignored, using which methods, with which interpretations (see Table 14.1; Krieger 1994, 2001a, 2011). Contending twentieth-century epidemiologic theories range from individualistic biomedical and lifestyle approaches, which emphasize individual-level biology (especially genetics) and choice as key determinants of health, to more contextualized frameworks concerned with societal determinants of health inequities (see Tesh 1988; Krieger 1994, 2001a, 2011). Among the latter, a central premise is that health inequities arise from unjust relationships between groups, not intrinsic characteristics (see Tesh 1988; Krieger 1994, 2001a, 2011).

Within these more contextualized approaches, some frameworks focus almost exclusively on the social determinants of health and leave biology relatively opaque (e.g. social production of disease/political economy of health, social determinants of health, and health and human rights; see e.g. Doyal 1979; Horrichter 2003; Navarro and Muntaner 2004; Gruskin et al. 2005). Others are more biologically or psychologically oriented but do not systematically consider political economy (e.g. life course, psychosocial; see e.g. Kuh and Ben-Shlomo 2004; Marmot 2004). Still others such as ecosocial theory (see Table 14.1 and Fig. 14.1;
Krieger 1994, 2001a, 2008, 2011) call for multilevel epidemiologic theorizing conceptualized in societal, biological, ecological, and historically contingent terms (see also Susser 1996). A central concern of ecosocial theory, for example, is how population distributions of and inequities in health, disease, and well-being constitute the embodied consequences of people's societal and ecologic context and hence both political economy and political ecology. Core constructs accordingly pertain to the process and pathways of embodiment and how they involve the interplay of social and biological exposures, susceptibility, and resistance across the life course, with issues of agency and accountability referring not only to who and what is responsible for disease distribution but also how epidemiologists and other scientists study and explain these distributions (Table 14.1 and Fig. 14.1). In the session discussion, students should analyse and debate the different types of etiologic hypotheses encouraged by each of these theoretical perspectives.

Session 4: key dimensions of health inequities within and between countries—global politics, class, racism, gender, and sexuality, in context

The fourth session would present a broad overview of the major types of social inequalities in health currently under investigation. These involve health inequities both within and between countries, principally in relation to global politics, class, racism, gender, and sexuality, in context (see Table 14.1). As revealed by a critical analysis of who and what makes populations (Krieger 2012a), at issue is how these observed population-level biological expressions of social inequality arise due to exploitative and/or oppressive relationships between the groups co-defined by their inequitable relationships, and the impact these inequities have on the material, psychosocial, and ecosystem conditions in which people live, ail, and die (Krieger 2011). Emphasis should be on a preliminary discussion of the interconnections, similarities, and distinctions between these various types of inequity and their implications for health, noting that each type receives more in-depth focus in sessions 6 to 10. Students interested in debates over the causes and manifestations of diverse forms of societal inequity should be referred to articles describing current and contending social science perspectives on these issues (e.g. as contained in such resources as the online International Encyclopedia of the Social and Behavioral Sciences (Smelser and Baltes 2004)).

Session 5: history, levels, life course, and pathways of embodiment leading to health inequities—and the fallacies of ‘nature versus nurture’

This session would emphasize the historically contingent processes generating population health inequalities, by considering levels, life course, and pathways of
embodiment, in historical context (see Table 14.1). Two distinct but related topics require consideration: (1) gene expression in societal and ecological context, and (2) temporal changes in the social patterning of adverse exposures. The first concerns the biological constructs of ‘norms of reaction’ (Lewontin 2000; Gilbert and Eppel 2009) and ‘flexible phenotypes’ (Piersma and van Gils 2011). At issue is how an organism’s biophysical context (including active engagement with organisms in its own and other species) affects gene expression across the life course, such that any given genotype has the potential to produce a diversity of phenotypes (within the constraints imposed by evolutionary history; a bee will not suddenly develop into a tree); stated another way, ‘bodies express ecology’ (Piersma and van Gils 2011, p. 2). The contrast is to misleading and erroneously biological determinist pittings of ‘nature versus nurture,’ a framing which contemporary genetic and other biological research, especially in the field of evolutionary ecological developmental biology, show to be a deeply flawed approach to understanding biology (Lewontin 2000; Gilbert and Eppel 2009; Keller 2010; Fausto-Sterling 2012). For epidemiology, a consequently more productive framing is to conceptualize disease and other biological characteristics as ‘emergent embodied phenotypes’ (Krieger 2012a, 2013).

With regard to changing societal disease distributions, a useful example could be that of changing trends in the magnitude of health inequities in smoking-related diseases, taking into account exposures at the global, country-specific, local, community, and individual levels, and also whether exposure starts in utero, in childhood, or in adulthood (Graham 1996; Brandt 2007). Topics of discussion, to be considered in relation to both birth cohort and period effects, could include global trade agreements regarding the production, sale, and consumption of cigarettes; government policies about cigarette taxes and where smoking is allowed; tobacco industry efforts to target socially vulnerable smokers, and public health initiatives to counter these campaigns; and smokers’ physiological addiction to, reliance on, and enjoyment of cigarettes for their social and psychoactive properties. Equally germane examples could include access to safe drinking-water (McMichael 2001; Whiteford and Whiteford 2005; United Nations Development Programme (UNDP) 2006), inequitable impacts of global climate change (McMichael 2001; McMichael and Butler 2011), or changing distributions of disease biomarkers (e.g. the breast cancer oestrogen receptor; Krieger 2013).

**Session 6: health inequities and social class—pathways and measurement**

The sixth session would focus on class inequities in health (see Table 14.1). Describing their magnitude and analysing their causes presumes an understanding of what social class is and how it can be empirically measured, at
different levels, across the life course (Krieger et al. 1993, 1997; Wright 1997; Shaw et al. 2007). Strengths and limitations of individual-, household-, and area-based measures of socio-economic position (e.g. income, education, occupation, wealth, debt) should be discussed, including how their meaning may vary by age, gender, race/ethnicity, and a country’s economic level and the relative size of its formal, informal, and illegal economy (Krieger et al. 1997; Shaw et al. 2007). Assigned reading should include (1) review articles conceptualizing and measuring socio-economic position in epidemiologic research—and giving concrete examples of instruments employed—in relation to levels and life course, including the different pathways by which class inequality can be embodied; and (2) a selection of epidemiologic investigations, with at least some relevance to the country or region that is the focus of the class, and which do a good as well as poor job of analysing class inequities in health. The classroom discussion can then critique the specific articles, as informed by the more conceptual review articles; the same approach can be used for sessions 7 to 10. Discussion for sessions 6 to 9 should likewise consider how the measures of social position employed (e.g. class for session 6) can be used to stratify or ‘control’ for confounding by these social variables in studies not directly focused on health inequities.

Session 7: health inequities and racism—pathways and measurement

This session will introduce the myriad ways racial inequality can harm health and becomes embodied to create biological expressions of racism (see Table 14.1; Krieger 1999, 2012b). Relevant pathways include adverse exposure to economic and social deprivation; toxic substances, pathogens, and hazardous conditions; social trauma; targeted marketing of harmful commodities; and inadequate and degrading medical care (Krieger 1999). The session should begin by considering definitions of racism and its historical emergence and manifestations, including in relation to health, and note distinctions between—and links connecting—racism and class relations and health inequities, at the local and global levels (Banton 1998; Harrison 1999). It should then review the complexities of measuring these exposures at global, societal, institutional, community, and individual levels, in context, including actual instruments, and relating these exposures to adverse health outcomes (Krieger et al. 1993; Krieger 1999; Blank et al. 2004; Paradies 2006; Mays et al. 2007; Williams and Mohammed 2009). To make the discussion concrete, readings should also include empirical epidemiologic studies investigating links between racism and health.
Session 8: health inequities and gender—pathways and measurement

Session 8 would then focus on links between gender inequality and health: for women and men, and for girls and boys. Thinking clearly about these connections requires distinguishing between socially constructed gender and sex-linked biology (see Table 14.1; see also Doyal 1995; Krieger 2003a; Payne 2006; Fausto-Sterling 2012). It likewise calls for addressing, for any given health outcome, whether risk is affected by gender inequality, sex-linked biology, both, or neither (Krieger 2003a), as well as whether these risks are modified by other forms of social inequality (e.g. class, racism; see Krieger et al. 1993; Doyal 1995; Payne 2006). As with sessions 6 and 7, readings should include both conceptual and methodological discussions, examples of instruments, and specific epidemiologic investigations concerned with gender health inequities.

Session 9: health inequities and sexuality—pathways and measurement

The ninth session would in turn consider health inequities due to discrimination based on sexuality (see Table 14.1), most typically focused on persons engaged in consensual sex with same-sex sexual partners, and who may or may not identify as lesbian, gay, bisexual, transgender (LGBT) or other variants of sexual identity (see Parker and Gagnon 1995; Parker et al. 2004; Meyer and Northridge 2007; Committee on LGBT Health Issues 2011). Readings should include health-related review articles on conceptualizing and measuring sexuality and sexuality-based discrimination—at different levels, across the life course, and in relation to other forms of social inequality, as well as empirical studies analysing sexuality-based health inequities. While some of the epidemiologic investigations might usefully focus on HIV/AIDS and other sexually transmitted infectious (STI) diseases, for students to grasp the full health impact of inequities involving sexuality, it is critical that studies also be included on anti-LGBT discrimination and other non-STI somatic and mental health outcomes (e.g. alcohol use, tobacco-related diseases, depression, violence), and also links between sexual rights and health equity (Krieger and Sidney 1997; Parker et al. 2004; Gruskin et al. 2005; Meyer and Northridge 2007).

Session 10: health inequities between countries and regions—pathways and measurement

Session 10 would present an overview of health inequities reflecting global politics, past and present, as manifested in geopolitical—that is, country or regional—inequities in health. As with the prior sessions, readings should
include epidemiological review articles on conceptualizing and measuring
global health inequities. Classroom discussion should critically analyse epide-
miiologic investigations, examining how the political economy of relationships
between countries and regions shapes global health inequities (see Evans et al.
2001; Navarro and Muntaner 2004; Kunitz 2006; Birn et al. 2009). To aid stu-
dents in grasping the magnitude of these inequities, two useful resources are (1)
the ‘Worldmapper’ project, in which global maps scale the size of countries to
the size of their health burden (Dorling et al. 2013); and (2) ‘Gapminder World
2006’ (Rosling 2013), which visually depicts country-level changes, from 1960
to 2004, for various health indicators, both overall and in relation to income per
capita in international dollars. Other resources on global inequities in health
include reports from the WHO Commission on the Social Determinants of
Health (2008).

Session 11: case example—epidemiologic analyses of health
inequities for a particular population

The next session would ask students to integrate their understandings of
social inequalities in health by considering the cumulative embodied impact
of multiple forms of inequity on a particular population, as manifested in
various health outcomes (Krieger et al. 1993, 2011). The observed co-
morbidities may occur because either the pathogenic processes are linked
(e.g. the postulated associations between metabolic syndrome and cardiovas-
cular disease, cancer, and diabetes) or because the exposures are similarly
socially patterned even if the specific etiologies are distinct (e.g. lead poison-
ing and cervical cancer). This could most easily be accomplished by having
students critically analyse a theme issue of a journal focused on health inequi-
ities experienced by a particular population group (e.g. the 2003 issue of the
American Journal of Public Health on racism and health among US popula-
tions of colour (Krieger 2003b)) or, if available, a theme issue or series of
articles focused on one of the populations experiencing health inequities in
the country of focus for the class.

Session 12: case example—epidemiologic analyses of health
inequities for a particular outcome

In session 12, the perspective would be reversed, and students would be asked
to consider the different types of inequities that contribute to shaping the popu-
lation distribution of one selected health outcome. Assigned readings and class-
room discussion could centre on a special issue devoted to health inequities
involving one particular health outcome (e.g. the 2005 special issue of Cancer
Causes and Control devoted to US cancer disparities (Krieger 2005c)), or
analogous readings for an outcome of concern in the country where the class is being taught.

Session 13: ‘politically correct’ or correct science? The case of racism versus ‘race’ and health inequities

Session 13 would then introduce students to current debates focused on links between social inequalities and health. One such debate is whether it is a matter of correct science (Krieger 2005d; Krieger 2007)—versus ‘politically correct’ science, as some influential conservative writers have charged (Satel 2000)—to conduct research on this topic. A contemporary example concerns longstanding debates over the causes of US racial/ethnic disparities in health status (Krieger et al. 1993, 1999; Williams and Mohammed 2009; Krieger 2012b). Readings should include review articles focused on the overall debate (see e.g. Krieger 2003c; Risch 2006; Williams and Mohammed 2009) and also specific case studies, to work through the in-depth meanings of this debate for epidemiologic research. Useful examples might include either (1) cardiovascular disease, contrasting etiologic research that defines the causal ‘exposure’ as racism (Krieger and Sidney 1996; Wyatt et al. 2003; Lewis et al. 2006) versus ‘race’ (Tang et al. 2006; Reiner et al. 2007); or (2) low birth weight and preterm delivery, again comparing studies investigating racism (Stancil et al. 2000; Mustillo et al. 2004; Giscombe and Lobel 2005) versus ‘race’ (Menon et al. 2006; DeFranco et al. 2007) as causing the observed disparities.

Session 14: ‘politically correct’ or correct science? Confounding and the case of hormone therapy, cardiovascular disease, and breast cancer

The example for session 14 should underscore why a concern about health inequities matters for the rigour of research not ostensibly concerned with this topic. One topical example concerns hormone therapy (HT), cardiovascular disease, breast cancer, gender, and social class (Krieger et al. 2005a). At issue is how uncritical reliance on a biomedical framework led to the discounting of epidemiologic evidence—dating back to the 1980s and recently re-confirmed—that the supposed protective effect of long-term use of HT on risk of cardiovascular disease was due to confounding by social class, reflecting how wealthier women, with better health, were the most likely to be prescribed (and could afford) HT (Petitti 2004; Lawlor et al. 2004; Krieger et al. 2005a; Rossouw 2006). This alternative hypothesis received serious attention only after the Women’s Health Initiative (WHI)—the first major clinical trial to focus on HT and risk of cardiovascular disease—unexpectedly reported in 2002 that HT did not decrease, and in fact may have increased, risk of cardiovascular disease; it
also confirmed prior—albeit less well-publicized—concerns about increased risk of breast cancer (Writing Group for the Women’s Health Initiative Investigators 2002). The serious potential burden of iatrogenic disease caused by HT use is shown by research indicating that the population attributable risk of breast cancer due to HT likely ranges between 10 to at least 20 per cent, which translates to an excess burden of breast cancer cases in the past decade numbering in the hundreds of thousands in the US alone (Clarke and Glaser 2007; Ravdin et al. 2007). Classroom discussion should focus on (1) the importance of addressing confounding due to the social patterning of most exposures (Davey Smith 2003; Krieger 2011), and (2) how ignoring health inequities can lead to invalid epidemiologic findings and harm the public’s health (Krieger 2007).

**Session 15: implications of epidemiologic research on health inequities for the public’s health**

Session 15 should provide examples of how epidemiologic research on health inequities can aid efforts to address these problems, from generating the evidence base to informing policy. Among possible topics of discussion, one would be current efforts to monitor the magnitude of health inequities, so that the size of the problem—and whether it is increasing or decreasing—is public knowledge; examples include the US Public Health Disparities Geocoding Project (Krieger et al. 2005b, 2013) and the Regional Equity Reports issued by Equinet Africa (2013). A second example could focus on the new and rapidly growing field of health impact assessment (HIA), which seeks to estimate the impact of public policies and the private sector on population health and health inequities (Krieger et al. 2003; Kemm et al. 2004; Scott-Samuel and O’Keefe 2007), including its use in new European initiatives to promote intersectoral governance for ‘health in all policies’ (McQueen et al. 2012). Examples of analogous epidemiologic contributions from the country on which the course is focused should likewise be included.

**Session 16: who and what is accountable for social inequalities in health—summation, student projects, and course wrap-up**

The final session should be used to sum up key lessons from the course; no new readings should be assigned. To ground the discussion, it would be useful to start by revisiting the initial questions posed by the course at the outset: What are social inequalities in health? And why do they matter? Students should discuss—and debate—these questions in relation to the theoretical, methodological, and empirical issues addressed in sessions 2 to 15. Time should also be
allotted for students to discuss key points learnt from doing the final assignment, and to complete a course evaluation form.

**Teaching methods and format**

Ideally, the course would be structured as a three-hour seminar, limited to twenty-five to thirty participants, that meets once a week for sixteen weeks. It could also be scaled down to a two-hour seminar that meets twice a week for eight weeks. If it were to be taught as a larger lecture-format course, it would need to include ‘lab’ sessions that give students time to discuss and debate the ideas they are learning.

The class should provide students with three opportunities to express their ideas and questions:

1. in a brief reflection-paper on each session’s readings, handed in at the beginning of class (see section on ‘Assessing students’ achievements’);
2. in a twenty- to thirty-minute small-group meeting with other students about the readings (with each group made up of six students, selected to span a range of expertise and experience), during which time the teacher would read through the reflection pieces to assess students’ comprehension of the topic;
3. in a structured all-class discussion of the session’s topic, led by the teacher.

To ensure a productive use of classroom time, the teacher should prepare for each class an outline of key topics to be addressed, and the amount of time allocated for discussion on each topic. The format for each class would be (1) a brief opening by the teacher in order to orient students to the session’s topic, (2) small-group discussion, and (3) full-class discussion, with time left at the end for the teacher to synthesize key points raised during the class and in the readings. Time also should be provided, midway through the course, to discuss questions the students may have about the final assignment.

**Assessing students’ achievements**

Box 14.3 describes the course’s three types of assignments, intended to aid and evaluate students’ achievements in fulfilling the learning objectives. The first would be the short one-page reflection papers that the students hand in at the beginning of each class (suggested as counting towards 25% of the final grade), the second would be their participation in classroom discussion (35% of the grade), and the third would be their final paper (40% of the grade). At the final session, students should complete the course evaluation form, which would be given to the teacher only after she or he has submitted the students’ grades.
Box 14.3 Course format and assignments for proposed introductory class on social inequalities in health

Course format: The course is structured as a seminar, and students are responsible for participating in class discussion each session, based on the assigned readings.

Course assignments: Students will prepare for each class a short one-page reflection piece and will write a short (up to ten pages) final paper, due at the final meeting of the class.

- The reflection piece is intended to help organize the students’ thoughts and questions before each class. It should summarize what struck the students most about the readings, what surprised them, what they learnt, and what they agreed or disagreed with and why; it should not simply summarize what was said in the readings. The final paper will critique a current epidemiologic review article on the epidemiology and etiology of a particular health outcome and which was published within the past ten years in a leading epidemiologic or public health journal (e.g. Epidemiologic Reviews, Annual Review of Public Health, American Journal of Epidemiology, International Journal of Epidemiology, etc.). The paper should

1. start with a short introduction that explains the focus and purpose of the paper (up to one page);
2. briefly describe what the article states are the key features of the population distribution of the disease and its major determinants (two to three pages);
3. critique the strengths and limitations of the article for the extent to which—and how—it discusses health inequities in relation to the outcome under consideration (four to five pages);
4. based on the materials covered in the class, offer suggestions for possible new avenues of research to identify the magnitude and causes of health inequities exhibited by the chosen outcome (one to two pages); and
5. provide a brief conclusion on whether it matters to give explicit attention to health inequities in an epidemiologic review article (up to one page).
Conclusion

Teaching about social inequalities in health is vital for epidemiology. It matters substantively and methodologically. Training students new to epidemiology in the importance of thinking rigorously about health inequities, their determinants, and their implications for epidemiologic evidence and the public’s health will enhance and invigorate our field. Equipped with such knowledge, we are better positioned—in the words of Edgar Sydenstricker (1881–1935), one of the great twentieth-century social epidemiologists—to ‘give glimpses of what the sanitarian has long wanted to see—a picture of the public health situation as a whole, drawn in proper perspective and painted in true colors’ (Sydenstricker 1925, p. 280). With this clearer vision, we stand a better chance of producing knowledge that can make a difference in improving population health and promoting health equity.
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Chapter 15

Climate change and human health: issues for teacher and classroom

Ulisses Confalonieri and Shilu Tong

Introduction to climate change and human health: issues for teacher and classroom

Global climate change is the most critical and urgent issue currently facing the global society. It is a major environmental and developmental issue and constitutes a new challenge for the initiatives to protect human health (WWF 2006; Stern 2007; McMichael 2013).

Because of its newness, complexity, and scale, it poses important challenges to epidemiologists. These include some ‘boundary’ issues in relation to the scope, responsibility, and capacity of epidemiological research. That, in turn, presents a further challenge to the ongoing evolution of epidemiological research methods, historically driven by the ever-changing agenda of public health problems, social concerns, and prevailing theories.

In the long history of the modern human species, spanning approximately 200,000 years, global and regional climates have changed often, naturally. This has resulted in stress and, perhaps, distress to human communities and cultures (McMichael 2012). The collapse of the Mayan civilization in Central America around 1,100 years ago and that of the smaller West Viking civilization in southwestern Greenland around 700 years ago were each attributable to natural climatic changes occurring over the course of a century or two—the former due to a long-term drying cycle, and the latter to a progressive cooling that led into the Little Ice Age in Europe (McMichael 2001; Diamond 2005). Today we face, for the first time, human-induced climate change—and it is occurring at a rate that is an order of magnitude faster than changes that occurred previously from natural sources.

Climate scientists foresee unavoidable further climate change over at least the coming half-century because of the accrued emissions of greenhouse gases in the atmosphere with their as yet unrealized consequent warming, topped up by ongoing emissions.
Climate change will affect many of the familiar, proximal determinants of health. These include levels of thermal stress, food availability, and nutrient quality, the range and activity of infectious diseases, the occurrence of extreme climatic/environmental events (e.g. floods, fires, storms, and droughts), and the viability of livelihoods (especially agricultural).

A good overview of the issues pertaining to health risks and their reduction can be obtained from chapter 8 of the *Fourth Assessment Report of the Intergovernmental Panel on Climate Change* (Confalonieri, Menne, et al. 2007; available online at <http://www.ipcc.ch/pdf/assessment-report/ar4/wg2/ar4-wg2-chapter8.pdf>) and also from the special report of the Intergovernmental Panel on Climate Change (IPCC) on extreme events (Field et al. 2012; available online at <http://ipcc-wg2.gov/SREX/report/>).

**Teaching objectives**

Teaching this topic to students of epidemiology entails both conceptual novelty and various methodological challenges. The topic also has great, even urgent, social relevance to the evolving conditions of human life in today’s world.

Familiar epidemiological methods are directly applicable to many aspects of this topic. They are useful for studying how variations and trends in climatic conditions affect health outcome rates. Indeed, there remain many gaps in that essential information base. The concept of population-attributable risk is directly applicable to estimating current disease burdens attributable to extant climate change. Epidemiological methods, both non-experimental and experimental, are applicable to the evaluation of adaptive strategies to lessen the risks to health from climate change and its environmental and social sequelae.

In formulating a teaching curriculum, there are several distinctive features that warrant attention. These include the following:

- Understanding the nature and scale of this human-induced environmental change. This requires familiarity with various new concepts and technical terms, and with literature from often unfamiliar disciplinary areas.
- Learning about the nature of complex systems-based changes in the natural environment. ‘Climate’ is not a single simple exposure agent, acting via direct insult to human biology. Some pathways by which climate change influences health are indirect and multistage, including via changes to complex non-linear natural environmental systems and social systems.
- The need for an appreciation of the sources and types of uncertainties that are inherent in much of this topic, how they can be quantified, and how best to communicate them to end-users.
Understanding the diversity of epidemiological research methods needed in this complex topic domain. These span empirical studies (at various scales) of risk identification and quantification, scenario-based modelling of future health risks, and the optimization (e.g. equity, cost, timeliness, etc.) and evaluation of preventive (adaptive) strategies to reduce risks to health.

Learning about data-analytic techniques appropriate to this domain of research, with particular emphasis on the analysis of population-level data. This includes time-series analysis, spatial analyses (geographic information systems (GIS), etc.), the acquisition and use of remote-sense data, and scenario-based modelling of future health risks from climate change.

This is a relatively new, and now rapidly evolving, research area for which there is as yet limited experience in curriculum design and teaching methods. We are therefore all pioneers in undertaking this challenging task of building research capacity applicable to climate change.

**Teaching content**

**Basic climate science**

The basic science of climate change is best learnt from reports of the UN’s IPCC (<http://www.ipcc.ch/index.htm>). The main resource is the five-yearly sequence of three-volume Assessment Reports (1991, 1996, 2001, 2007, 2013). Each volume has a ‘Summary for policy makers’—and that of Working Group I, the *Fifth Assessment Report* (IPCC 2013), contains a succinct, referenced, well-illustrated text about current understanding of the climate change process. Some of the main conclusions from Working Group I and also from the IPCC special report on extreme events (Field et al. 2012) are summarized in Box 15.1.

**Issues of scale: the spectrum of epidemiological research tasks**

Climate change is, at first sight, environmental health ‘writ large’. Where urban air pollution impinges on whole local communities, a change in climatic conditions can affect the severity of heat waves over continental Europe, the food yields of an entire region such as Sub-Saharan Africa, or the geographic range of transmission of dengue fever in the Americas. Therefore, many important research questions refer to understanding the health risks faced by whole populations or regions (Patz et al. 2005). Nevertheless, many other important epidemiological research questions exist at more disaggregated levels. Local communities, sub-groups, and categories of persons may all display differences insusceptibility to climate-related health risks—for example, to heat wave impacts, nutrient deficits or food shortages, or an increased incidence of infectious disease.
The Intergovernmental Panel on Climate Change (IPCC) concluded that
- the average temperature of the Earth’s surface has risen by about 0.7°C since 1900;
- the eleven warmest years on record since 1850 have occurred in the past twelve years;
- the average sea level has risen 170 mm since 1900 and has risen at an increased rate of 3 mm per year since 1993;
- there is a projected increase in duration and intensity of droughts in some regions;
- there is an observed increase in the length or number of warm spells or heat waves in many regions;
- there will likely be increases in the frequency of heavy precipitation and in rainfall totals from heavy precipitation over many areas of the globe;
- the water vapour content of the atmosphere has increased since at least 1980, consistent with the theory that warmer air can hold more moisture (water vapour is itself an important greenhouse gas); and
- the oceans have become more acidic due to higher concentrations of carbon dioxide.

The IPCC also concluded that there is a high likelihood that human-induced increases in greenhouse gases have caused most of the observed increase in globally averaged temperatures since the mid-twentieth century. This important conclusion was based on a range of specific types of geophysical and meteorological evidence.

Source: Data from The Intergovernmental Panel on Climate Change (IPCC), Copyright © IPCC 2014, available from http://www.ipcc.ch/index.htm

The health risks from climate change also pose many research challenges appropriate to the concepts and methods of social-environmental epidemiology. When economic and social stresses arise as a result of climate change, and when vulnerable (coastal, food-insecure, water-deprived, etc.) populations are displaced and their social structures and livelihoods disrupted, many types of physical and mental health risks are likely to occur.
For the above reasons, much of the epidemiological research appropriate to studying and reducing the health risks from climate change requires the analysis of population-level indices of exposure and health outcome. Besides, as for environmental epidemiology in general, many climate-related exposures are difficult to measure at the localized level, let alone at the individual level. In seeking risk-lessening strategies, analysis and intervention at the ‘population level’ will often lead to the most effective, long-term, intervention is possible—a point that echoes Geoffrey Rose’s important dictum that epidemiologists should pay as much attention to explaining disease rates as to explaining disease cases. Indeed, Rose argued that effective preventive strategies very often require that we understand what makes whole populations sick (manifested by an increased rate of disease or pre-disease X), and not just what makes particular individuals within any such population sick (Rose 1985).

This question, rephrased, is always an important general issue for classroom discussion: ‘To what extent is the likely level of effective health-protecting intervention by society also the level at which epidemiologists should focus their research into “causes”?’ The many and diverse studies of air pollution and health, conducted over the past two to three decades and particularly in the US and Europe, provide a good starting point for this discussion.

The need for higher-resolution (disaggregating) epidemiological research applies to issues of space, time, and population type. Studies of geographically localized effects of climate change are often needed. For example, a recent study on the north Alaskan coast revealed that the coastal water temperature had risen over the past decade and, by around 2004, had reached the critical summertime level of approximately 15°C, which allowed sustained bacterial contamination of oyster beds and thus posed diarrheal food-poisoning risks to local communities and seasonal tourist parties (McLaughlin et al. 2005). Studies in Paris after the notorious 2003 heat wave that killed several tens of thousands of Europeans showed that the risks were particularly high for elderly persons in retirement homes. This echoed an earlier finding that most of the deaths during the extreme heat wave in Chicago in 1995 were in inner-urban, poor, black families living in unventilated apartment housing (Semenza et al. 1996).

There is, clearly, a challenging and urgent range of epidemiological research to be undertaken to identify, quantify, and lessen the health risks posed by climate change. There are roles here for environmental epidemiologists, mathematical modellers, and social epidemiologists. The latter investigate the social determinants of population patterns of health and disease, rather than treating such determinants as mere background to biomedical phenomena (Krieger 2001a). Research inputs from the social sciences and humanities can thus
extend the scope of research to better understand the roles of social and economic structures, institutions, and human behaviours in (1) the underlying causation of climate change, (2) determining the vulnerability of specific exposed communities, and (3) shaping the social and political responses to both the environmental hazard and the health risks.

**Risks to human health**

Climate change will have many adverse health impacts. Some benefits to health may also occur in some locations—although they may not persist in future under conditions of further climate change. For example, malaria may recede in some low-latitude regions (e.g. parts of West Africa, the Chittagong Hills in Bangladesh, etc.) because temperatures and/or drying may increase to levels that preclude mosquito survival.

The three main causal pathways are summarized in Fig. 15.1: (1) direct stresses on human biology, (2) indirect pathways that entail changes in physical and ecological systems and processes, and (3) socially mediated risks following environmental disruption of livelihoods and community resources.

![Fig. 15.1](image-url) The main pathways by which climate change affects human health. Note the progression—from category 1 (relatively simple and direct) through category 2 (changes to complex environmental and ecological systems) to category 3 (health risks from the social–economic–demographic consequences of climatic–environmental disturbances).
The detection and quantification of these health risks pose challenges. The melting of glaciers and many of the changes in non-human biological systems—germinating, flowering, nesting, feeding, and migration timing—are readily attributable to changes in temperature. Human populations, by contrast, are often well insulated against climatic stresses via culture (housing, clothing, etc.) and associated behaviours. Hence, the attribution of human health impacts to climate change is less easy. If malaria ascends to higher altitude in eastern Africa, is it due to changes inland use, population movement, the cessation of mosquito-control programmes, the emergence of anti-malarial resistance, or regional warming—or all of the above?

Recent scientific papers suggest an emerging influence of climate change on infectious disease patterns. This includes the northwards extension of the vector tick for tick-borne encephalitis in Sweden (Lindgren and Gustavson 2001; Lindgren and Jaenson 2006) associated with warming winters, the northwards extension of the water snail that spreads schistosomiasis in eastern China and some evidence of an increased range of the disease itself (Yang et al. 2005; Zhou et al. 2008), and the ascent of highland malaria to higher altitudes in parts of eastern and southern Africa in association with local warming (e.g. Pascual et al. 2006; Chaves and Koenraadt 2010; Alonso et al. 2011). Each of these and other such examples, on their own, remains inconclusive at this relatively early stage, since it is difficult to assess the extent to which climate change is responsible for disease shifts relative to other coexistent (confounding) influences. Viewed in aggregate, however, the evidence is becoming persuasive.

Climate-related environmental refugees

This aspect of the topic poses a boundary issue. Epidemiology is the central, quantitative, science of public health. So, how should we tackle the potentially great but difficult-to-measure health consequences of social and economic disruption and the consequent population displacement?

If climatic and environmental conditions deteriorate in vulnerable regions, there will be increased pressures from environmental refugees on neighbouring (especially richer) countries. The demographic disruption and associated social tensions will be accompanied by adverse health consequences that typically affect displaced persons—and, perhaps, their hosts (see also pathway 3 in Fig. 15.1). This includes an increased risk of mental health problems, infectious diseases, and malnutrition (McMichael 2006); see, for example, the analysis of how regional climate change in the Sudan and Chad region of Africa has contributed to the Darfur conflict (UNEP 2007).
Discussing the role of ‘ecological’ studies—the population perspective

In classroom discussion of this topic, one particular question is likely to arise as a result of the received textbook wisdom that ‘ecological’ studies are poor cousins of good epidemiological research. This (regrettably inflexible) orthodoxy states that population-level analysis can describe relationships and may generate hypotheses but is severely limited as a tool for discovering and quantitating risks to health. Further, there may be ‘ecological fallacies’ at play, resulting in inappropriate cross-level inference (Pearce 2000).

For many etiological relationships, discoverable and alterable at individual level, that critique is indeed fair comment. Most of our knowledge of the health risks due to dietary habits, smoking, alcohol consumption, sex-hormone use, and physical activity has come from cohort and case-control studies, as has much of our understanding of occupational health hazards. For many other etiological relationships, for which whole communities or populations are the natural unit of exposure, that view is ill-informed and a barrier to good research. Among very many important historical examples, consider the study designs used to discover the beneficial health effect of fluoride in drinking-water or the mortality impact of heat waves.

There are, therefore, no final ‘correct’ answers here as to the legitimacy of specific methods. However, which is cart and which is horse? Should our existing repertoire of research methods set boundaries on what we study? Or should epidemiologists take their cue from the population health concerns of society-at-large and develop methods that give the best possible answers to those health issues that press most on the population that employs us?

The latter path has seen epidemiological research methods progress from community-level ‘miasmatic’ (i.e. assuming pervasive environmental exposures) and sociological investigations of the disease and mortality differentials of early industrialization, to the higher-resolution studies of specific occupational health risks (radiation, lead exposure, aromatic amine exposures, asbestos inhalation, etc.) of the late nineteenth and early twentieth centuries. The rise of the germ theory, which refocused the risks of infectious disease at individual level, and the subsequent new insights into micronutrient deficiencies early last century redirected epidemiologists to addressing disease risks at the more local, family, and individual levels.

The resultant strengthening of the biomedical model, focused on individual-level exposures and biological responses, provided a ready base for studying the rise of non-infectious diseases in late-industrial societies from around the mid-twentieth century. This underpinned the rise of modern epidemiology, with its
very successful methods of individual-level study, especially cohort and case-control study designs.

Yet something was missing from this research agenda. Epidemiologists were failing to study and elucidate many population-level health issues—such as the unequal distribution of health risks within populations, the patterns of emergence and spread of various infectious diseases, and why coronary heart disease rates had begun to fall in high-income countries. In response to this deficit, the above-mentioned field of social epidemiology has strengthened recently. It seeks in particular to understand the dynamics of upstream, or distal, influences on patterns of health and health-related behaviours in populations.

Within that enlarged research frame, other multilevel ecologically oriented approaches are emerging that help us integrate social and biological reasoning and thus elucidate the determinants of population health (Krieger 2001b). These approaches, including ‘ecosocial theory’ (Krieger 1994), ‘eco-epidemiology’ (Susser and Susser 1996), the ‘social-ecological systems perspective’ (McMichael 1999), and the ‘ecosystem approach to health’ (Forget and Lebel 2001), all invoke ecological models that seek to understand how humans interact with their social and natural environments (Krieger 2001b).

Today, as ‘globalization’ proceeds, as populations and countries around the world become more interconnected, and as the scale of human demand on the natural environment increases, so there is need to frame some of our epidemiological research questions at that level. Climate change and its many environmental and social ramifications represent a major, urgent area of need for this type of innovative epidemiological research.

Climate change and health: a key issue for ‘sustainable development’

The advent of global climate change broadens the research agenda for epidemiologists. It is interesting that, in the 1990 Global Burden of Disease (GBD) assessment, the World Health Organization (WHO) did not include climate change as a risk factor (indeed, only a few epidemiologists anywhere had at that time given it any real thought). For the 2000 GBD assessment, however, climate change was recognized as important. This issue has now been mainstreamed, as it becomes increasingly apparent that climate change is affecting health risks around the world.

Students should be asked to discuss the following question: ‘Do we really understand that the ultimate determination of population health, over decadal time, lies in the conditions of the natural and social environments? Do our prevailing theories of disease causation and our dominant research methods take
account of this fundamental reality? Or is that beyond the boundaries of epidemiology?'

This requires us to stand back from the detail in the well-studied foreground (comprising mostly individual-level epidemiological analyses of inter-individual differences in health risks) and recognize the larger, obligatory, ecological frame within which human population health is determined (note: ecological analysis, in its *true* sense, focuses on ecological relations and behaviours within a systems framework, examining interactions between communities and their environment).

Student appreciation of the character of this research topic will be enhanced by a comparison of the two kinds of environmental influence on health— influences that arise at very different scales:

1. The local, ambient, environment poses health risks via chemical, physical, or microbiological hazards. These are mostly human-generated contaminants and they do direct harm to human organ systems. Over the past quarter-century, there has been much epidemiological research into this category of environmental health hazards.

2. At much larger scale are the biosphere’s geophysical systems and ecosystems. These provide environmental stabilization, replenishment, recycling, and production—that is, they furnish the life-supporting processes that underpin the well-being and health of human populations. Today, the global human demand on the natural environment is causing unprecedented global environmental changes, and, hence, fundamental risks to human population health. The impacts of climate change on agricultural yields, marine productivity, freshwater supplies, natural constraints on infectious agents, and the magnitude and geography of extreme weather events all pose risks to human safety, health, and survival.

The increasing societal concern over the anticipated health impacts of human-induced global climate change poses a challenge to epidemiologists: to elucidate the risks to health, to identify vulnerable communities or populations, and to formulate and evaluate preventive and protective actions. There is also the need to develop practical methods for quantifying and comparing the vulnerability of different population groups to the health impacts of climate change, in order to optimize the choice of adaptive strategies (Thornton et al. 2008; Confalonieri et al. 2009 2014). True primary prevention, of course, requires a radical worldwide reduction in greenhouse gas emissions. Meanwhile, because climate change is already occurring and additional change is ‘committed’ within the climate system, no matter what action humans take today, health-protective action via ‘adaptive’ strategies is needed (note also the emphasis on this aspect...

A further stimulus to epidemiological research on climate change is that gains in population health are central to the achievement of the UN’s ‘Millennium Development Goals’, and the adverse impacts of climate change are likely to undermine achieving those development goals. Climate change associated events can reduce the resilience of communities—especially of the poorest—and overwhelm the coping capacity of many societies (Haines and Cassel 2004; Confalonieri et al. 2009, 2014).

This raises for discussion again the topic of the ‘boundaries’ of epidemiological research. How are they to be determined? By formal definition of the discipline, by the repertoire of existing research methods, by the changing demands of society as it encounters new health hazards, or by some other means?

**Curriculum development: contextual issues and perspectives**

A teaching course, module, or short course should include, up front, the following four contextual elements:

1. A review of the basic science of climate change. Students should have a clear understanding of how human action is affecting the world’s climate. Key resources are
   - IPCC reports, especially the synthesis report of the IPCC Fourth Assessment Report (see the IPCC website: <http://www.ipcc.org/>); and
   - documents containing basic information about complex, dynamic, non-linear systems. These are central to Ecosystem science—see the Millennium Ecosystem Assessment (2005).

2. Understanding the role, in forecasting future risks, of scenarios of greenhouse gas emissions: how they are specified and how they are incorporated into modelling future climatic changes (see Box 15.2). A good introduction is available in the ‘Summary for policy makers’ in the Working Group I volume of the IPCC Fourth Assessment Report (IPCC 2007)—see the IPCC website (<http://www.ipcc.org/>). Particular attention should be paid to understanding
   - the development and use of global climate models (GCMs) to model future changes in global, regional, and local climatic conditions (see also Box 15.2);
   - the sources of variation in future greenhouse gas emissions scenarios—that is, the prime input to GCM modelling of future climate change; and
   - the significance of the anticipated future changes in mean climatic conditions versus changes in climatic variability.
3. Recognition that climate change does not exist in isolation. It is one of a set of human-induced ‘global environmental changes’ (GECs). Some of the main GECs and their impacts on some health risks are shown in Fig. 15.2. The figure also shows that many health impacts will be affected by concurrent, often interacting, impacts from several environmental changes. An illustrative example of these interactions is the set of observed ecosystem changes (species composition, reproductive patterns, migratory patterns, etc.) caused by climate change (Daszak et al. 2000; Walther et al. 2002; Parmesan and Yohe 2003; Ballard et al. 2012). These can affect the distribution and population

---

Box 15.2 Global climate models: a brief note

These models have been developed over the past several decades by groups of climate scientists in many locations around the world. This has occurred particularly in response to the prospect of climate change. In particular, in the past half-decade there has been progress in the understanding of important climate processes and their representation in global climate models (GCMs).

The models incorporate mathematical representations of relationships between key parameters in the responses of (and interactions between) atmosphere, oceans, terrestrial, biota, and cryosphere (glaciers, sheets) to a change in greenhouse gas concentrations and hence in the energy profile of the climate system. Today’s GCMs still have some limitations (e.g. in handling water vapour and cloud cover) but climate scientists have a much increased confidence in their capacity to project future climate, particularly in light of the models’ ability to simulate, on the basis of specified greenhouse gas concentrations, the following:

- current average climate;
- year-to-year variability of climate;
- extreme events, such as heat waves, floods, and storms;
- climates from thousands of years ago; and
- recently documented trends in global and regional climate.

The current generation of GCMs can credibly simulate climate conditions at global and continental scales for most meteorological variables of interest. While there is more development research to be done, downscaling to higher resolution can also provide useful insights into climate change at smaller scales.
dynamics of different components of the cycles of zoonotic infectious diseases in various non-human hosts (e.g. leishmaniasis, Lyme disease, tick-borne encephalitis, etc.). Methods for ecological niche modelling may be used to explore the future distribution of vectors and wildlife hosts of pathogens under a changing climate. These would point either to an expansion/contraction of the disease distribution in space or to a situation of stability (Holt et al. 2009; Peterson 2009; González et al. 2010; Daszak et al. 2013).

4. Recognition of the limitations of scenario-based modelling of future health risks, especially those of vector-borne diseases, on a global scale. Besides the uncertainties inherent to the modelling of climatic scenarios, several non-climatic drivers of endemic infections, especially in tropical areas (e.g. malaria, dengue fever, and leishmaniasis) are difficult to quantify, although they play a very important role in the dynamics of these diseases. Among them are the reliability of surveillance and disease control activities and also the environmental changes that may limit the species range of important vector species. In many cases, extensive areas are currently free from a given disease due to these factors and not to climatic constraints.

![Fig. 15.2 Pathways by which the main types of global environmental change affect (selected) human health outcomes.](image-url)
Discussing the research tasks for epidemiology

Figure 15.3 displays the main ‘branches’ of epidemiological research activity in relation to climate change and within the framework of health-risk identification, assessment, and management. This diagram warrants detailed classroom discussion. It indicates a number of loci where epidemiological research is needed. Overall, six main categories of research are relevant, each of them requiring continuing development of epidemiological methods. The six main categories of research tasks are

1. learn from the recent past—clarify relationships between (background/natural) climate variation and health outcomes;
2. seek evidence of any actual current health impacts of climate change;
3. estimate, statistically, the current burden of disease (e.g. annual deaths, disability-adjusted life years (DALYs)) attributable to climate change;
4. develop scenario-based modelling to forecast future risk (including dealing with complexity and uncertainty);
5. estimate health co-benefits of actions taken to avert/reduce further environmental change; and
6. formulate and evaluate health-protecting ('adaptive') actions.

**Fig. 15.3** Main components and relations of climate change health-risk identification, assessment (quantification), and management.
The first four of these research tasks refer to the ‘core’ area of understanding, quantifying, statistically estimating, and future-modelling the risks to health from climate change. The final two refer, respectively, to using existing epidemiological knowledge to estimate the health impacts (hopefully, health gains—i.e. ‘co-benefits’) of actions taken by society to mitigate climate change, and to estimating the anticipated and achieved health gains from adaptive strategies to lessen the adverse health impacts of climate change.

For the first two tasks, the main empirical approaches to investigating the climate–health linkages are

- spatial studies, where climate is an explanatory variable in the geographical distribution of the disease (Craig et al. 1999; Lindgren and Naucke 2006); and
- temporal studies, assessing the health effects of climate variability—changes in temperature or rainfall—at short time-scales (daily, weekly, seasonal), or longer-term (inter-annual, decadal) changes (Chaves and Pascual 2006; Wu et al. 2007).

**Recommended references for the above research tasks**

**General reviews of epidemiological research: substrate for class discussion**


Task 1: learning about climate–health relationships from the recent past


Task 2: detection of current health impacts


Task 3: estimating current burden of disease attributable to climate change


### Task 4: modelling future health risks


- Thomson, M. C., Doblas-Reyes, F. J., Mason, S. J., Hagedorn, R., Connor, S. J., Phindela, T., Morse, A. P., and Palmer, T. N. (2006) Malaria early warnings based on seasonal climate forecasts from multi-model ensembles. *Nature*, **439**: 576–9. The authors derived, from recorded time-series data, the statistical relationship between summer (December to January) rainfall and the ensuing post-summer annual malaria incidence. They then applied this model (with reasonable success) to the recent historical record of meteorologically modelled forecasts of impending summer rainfall and demonstrated the possibility of extending by several months the summer rainfall-based warning of subsequent malaria risk.


### Task 5: co-benefits of mitigation actions


**Task 6: evaluation of adaptive strategies**


**Health impacts of climate change: what types of epidemiological study?**

Of the six categories of epidemiological research introduced in ‘Discussing the research tasks for epidemiology’, the first four form a ‘core’ that addresses aspects of the central question: what risks does climate change pose to human health, either currently or in the foreseeable future? Much of this research needs to be conducted in collaboration with other disciplines with expert knowledge in this complex field. These four core categories are

1. studying the ‘baseline’ relationship between climatic conditions (natural trends, variability) and specified health outcomes—this enriches the information base needed for estimating the health impacts of projected future changes in climatic conditions;
2. seeking evidence of changes in rates of occurrence of disease or disease risk factors (e.g. mosquito population range) that are reasonably attributable to local recent climate change;
3. statistically estimating, at appropriate geographic scale, the proportion of each particular known climate-sensitive health outcome reasonably attributable to the observed accompanying climate change; and
4. using information from category 1 to estimate how future, geographically gridded scenarios of climate change (generated from expectations of future
greenhouse gas concentrations in the lower atmosphere) will affect the rate and/or range of occurrence of specified health outcomes.

These categories of research can be visualized across a time axis, as shown in Fig. 15.4, and are discussed in more detail below.

**Clarifying basic climate–health relationships: learning from the recent past**

Because of the relatively low priority accorded to studying the relationship between natural climate variability, weather events, and human health prior to the 1990s, the advent of climate change as a focus for research has necessitated much additional basic epidemiological research to fill in the missing information. Time-series studies have been very useful, as have the impacts of extreme weather events.

To assess the near-term (immediate) health effects of climate variables and air pollution, several methods of time-series analysis have been widely used. These include, in particular, generalized linear models (GLMs) with parametric splines (such as natural cubic spines) and generalized additive models (GAMS) with non-parametric smoothing splines or lowness smoothers (McCullagh and Nelder 1989; Hastie and Tibshirani 1990).

The relationships among climate conditions, air pollutants, and mortality often involve high-order interactions and multiple co-linearities. These are often difficult to handle via the above-mentioned models. In such situations, classification and regression tree (CART) analysis can provide an alternative non-parametric approach, without requiring assumptions of linear relationships among variables or homoscedasticity in variances. Using a sequence of binary splits, CART analysis segments the data into homogeneous subgroups, a method that is well suited to both to exploring and modelling such data (Breiman et al. 1984).
Detecting actual health impacts of climate change

The detection of actual health impacts of climate change at this relatively early stage of the process is difficult. The average surface temperature of the Earth has increased by around 0.6°C since the mid-1970s (most of this increase attributable to human actions) and we can be certain that there have been impacts on some health risks and outcomes in some places.

The IPCC Working Group II has concluded from its review of many thousands of reported studies that there is compelling evidence that documented regional warming has already affected many cycles and processes in nature (IPCC 2007). However, as mentioned earlier, the human species is different! Its populations are buffered by culture and technology and, anyway, climate–health causal relationships are often clouded by associated confounders. The most suggestive evidence to date of impacts is from studies of recent changes in the patterns of infectious diseases such as tick-borne encephalitis, Lyme disease, malaria, schistosomiasis, and some others.

Research challenges include

- the rational identification of likely places/circumstances to seek evidence of climate change-related alterations;
- the critical assessment of alternative explanations for observed changes in health outcomes; and
- the development of analytic techniques for teasing out shifts in temporal and spatial patterns.

Estimating current burdens of disease due to climate change

Accruing evidence from around the world shows that many systems are already being affected by recent climate change (IPCC 2007). The health impacts of climate change range from direct to indirect effects, such as extra deaths due to heat waves, increases in the transmission of climate-sensitive infectious diseases, and mental health problems caused by income loss due to a reduction in agricultural productivity associated with extreme weather events (Haines et al. 2006; McMichael 2013). It is important to estimate current burdens of disease attributable to climate change and to project future health effects under climate change scenarios.

Improved understanding of current climate–health relationships is essential to all these objectives. Both qualitative and quantitative research activities play important roles in the establishment of the baseline climate–health relationships (Fig. 15.5). Qualitative research often applies an analogous approach to describe the possible health impacts of climate change using historical evidence. For example, McMichael (2012) elegantly categorized the health risks of
climate change in the past, present, and possible future. Relevant quantitative research includes two major types of methods: biological modelling and statistical (or empirical) modelling. The former includes process- or agent-based models such as the ecological niche model (Daszak et al. 2013) and the agent-based model (Bomblies and Eltahir 2009), while the latter includes time-series analysis (Yu et al. 2011; Huang et al. 2012a), case cross-over studies (Gomez-Acebo et al. 2010; Guo et al. 2011), spatio-temporal modelling (Kim et al. 2009), and survival analysis (Strand et al. 2012).

An estimation of the current and/or future burden of disease attributable to climate change should include five steps: (1) selection of risk-outcome pairs (e.g. the heatwave–death relation); (2) estimation of distributions of exposure to the risk factor (e.g. heatwave) in the population; (3) estimation of effect sizes, often relative risk per unit of exposure for each risk–outcome pair; (4) choice of an alternative (counterfactual) exposure distribution to which the current exposure distribution is compared (an optimum exposure distribution, termed the theoretical-minimum-risk exposure distribution, is often selected for this purpose); and (5) computation of burden attributable to each risk factor, including uncertainty from all sources (McMichael et al. 2004; Lim et al. 2012).

Epidemiologic studies are often required to quantify the fraction of current disease burden attributable to climate change and to project future climate change-related health effects based on the well-established climate–health relationship. However, estimating the full range of health impacts of climate change presents many challenges to conventional epidemiologic approaches (Campbell-Lendrum and Woodruff 2006; Patz et al. 2008). These include the
long timescale over which climate change will occur; long-term data on health outcomes (rarely available); the unprecedented large geographic areas potentially affected by climate change; the diversity of potential impacts on health; the complex interactions among demographic changes, socio-economic development, technological innovation, and other environmental drivers; and uncertainties in the role of adaptation and projections of future climate and socio-demographic changes. A recent scoping review indicates that, although climate change and health is a rapidly growing area of research, quantitative studies remain rare. Among recently published studies, there are gaps in adaptation research, and a deficit of studies in most developing regions (Hosking and Campbell-Lendrum 2012).

Modelling future health risks

Modelling future health risks requires the exposure measurement to be linked to a quantitative climate–health relationship (e.g. the change in disease rates per unit change in the climatic variable), for example, the increase in diarrhoea incidence in a population per year for each degree centigrade increase in average ambient temperature. This enables the calculation of a relative risk (i.e. proportional change) for the health outcomes under each of the various future climate change scenarios. The disease burden attributable to climate change is then estimated by multiplying this relative risk by the total burden of disease that would have been expected to occur in the absence of climate change (Campbell-Lendrum and Woodruff 2006).

To make inferences about current and future disease burdens, it is also necessary to account for the current and future influences of non-climatic factors such as socio-economic development. Non-climatic effects can be partly addressed by calculating relative risk estimates separately for populations with clearly different baseline disease burdens and vulnerabilities. Where possible, future relative risks should be applied to projections of disease burden that also account for changes in non-climatic influences over time, such as expected decreases in diarrhoea rates due to an improvement in water and sanitation services. Finally, changing socio-economic conditions and physiologic and behavioural adaptations will also affect the vulnerability of populations to the effects of climate change, that is, the relative risk as well as the baseline rate (Patz et al. 2008).

An estimation of the future burden of disease and premature death attributable to climate change for a specified year or time period in the future requires (1) a modelled scenario of global climate change; (2) estimations of population size and age structure by region, (3) estimations of future baseline (counterfactual) rates of disease incidence or premature death by region; and (4) assumptions
about the applicable relative risk (i.e. does it stay constant, increase, or decrease over time—in response to changes in that target population?). However, since global climate change is an ‘exposure’ that will extend and evolve over many decades, epidemiological studies must extend beyond the immediate future and also engage in attempts to estimate likely levels and patterns of health risks in future in response to plausible scenarios of climate change and its concomitants. We believe that the following issues need further discussion:

1. Models cannot predict with certainty.

2. Models necessarily entail simplified representation of a more complex, dynamic, relationship.

3. Models, while incomplete and simplified, are useful for (a) providing insights into mediating processes, (b) reducing complexities and background noise to a simpler mathematical representation of main elements, (c) providing indicative estimates of future impacts, and (d) enhancing communication to peers, the public, and policymakers.

4. The purpose of modelling and estimating future health risks in relation to plausible future climate scenarios is not to generate testable hypotheses but to conduct formal risk assessment that can then guide, and accelerate, the formulation of public policy.

**An example: projecting future heat-related mortality**

Heat-related mortality is a matter of great public health concern, especially in the light of climate change (Luber and McGeehin 2008). The IPCC indicates that hot weather is likely to increase future heat-related mortality. Projecting heat-related mortality under climate change scenarios will help decision-makers in planning adaptation strategies and communicating the future health risks of climate change to the public. However, understanding and managing uncertainty and complexity is the greatest challenge for projecting future heat-related mortality (Huang et al. 2011).

Essentially, projecting heat-related mortality under climate change models and scenarios requires an understanding of the baseline temperature–mortality relationships, and consideration of the future changes in climate, population, and acclimatization.

**Baseline temperature–mortality relationships**

Mortality projections are based on the exposure–response functions of temperature and mortality that are applied to climate change models and emission scenarios to estimate future heat-related mortality. Maximum temperature and mean temperature are commonly used measures of heat exposure. For
example, Dessai (2002, 2003) modelled the relationship between maximum temperature and excess deaths in Lisbon during the summer months in 1980–98 and then applied different climate and population change scenarios to the model to assess potential impacts on mortality in the 2020s and 2050s. Knowlton et al. (2007) projected the impacts of climate change on summer mortality using modelled daily mean temperatures for New York City. Others have used composite indices which examine the combined effects of ambient temperature, humidity, and other meteorological variables. For example, Jackson et al. (2010) examined the historical relationship between age-specific/cause-specific mortality rates and heat events at the 99th percentile of humidex values in Washington State.

Choosing a baseline time period for the temperature–mortality relationship is also important. Temperature–mortality relationships from the 1960s can be very different from those from the 2000s, even in the same city (Davis et al. 2003). Differences could be due to socio-economic development, demographic change, and/or population acclimatization. Differences in the time periods used to estimate the historical temperature–mortality relationships also make it difficult to compare projections between studies (Huang et al. 2011).

Climate change projections

Another fundamental issue for projecting heat-related mortality is the modelling of future climate. In the Special Report on Emissions Scenarios (SRES; Nakicenovic and Swart 2000), the IPCC defined a set of forty scenarios (termed SRES scenarios) that covered a wide range of the main driving forces of future greenhouse gas emissions. These scenarios are structured in four major families labelled A1, A2, B1, and B2. A1 represents rapid economic growth, global population peaking in mid-century, and rapid introduction of new and efficient technologies. A1 has three subgroups: A1FI (fossil intensive), A1T (non-fossil), and A1B (balanced). A2 represents high population growth, slow economic development, and slow technological change. B1 represents the same population growth as A1 but rapid changes in economic structures toward a service and information economy. B2 represents intermediate population and economic growth with local solutions to economic, social, and environmental sustainability. These emissions scenarios can be used to project future climates based on various general circulation models (GCMs; IPCC 2007).

For instance, Knowlton et al. (2007) considered two of the emission scenarios, A2 and B2, which assume relatively high and low future emissions, respectively. The authors used both scenarios to model daily mean temperatures in the 1990s and 2050s. Hayhoe et al. (2004) projected future climates based on the higher A1FI and lower B1 emission scenarios. Jackson et al. (2010) selected
three climate change scenarios for high (A1B), low (B1), and moderate (A1B and B1 combined) summer warming.

Climate change scenarios will determine the size of the predicted future heat-related mortality. Therefore, it is important to consider different emission scenarios in the impact assessment, offering a range of possible future climates and health impacts. The uncertainty associated with future emissions has been incorporated in the UKCP09 UK climate projections by providing probabilistic projections which correspond to each of three different emission scenarios: ‘High’, ‘Medium’, and ‘Low’ (Murphy et al. 2009). These scenarios correspond to three of the commonly used emission scenarios in SRES: A1FI, A1B, and B1, respectively.

Demographic changes
Challenges also arise from the uncertainties of future demographic changes that will modify the future sensitivity of populations to heat stress. Growing numbers of older adults will increase the proportion of the population at risk (Luber and McGeehin 2008). As well as having a diminished physiological ability to cope with heat, the elderly are more likely to live alone, have reduced social contacts, and experience poor health (Hajat et al. 2010).

To project the effects of climate change independent of the effects of population trends, one approach is to assume that the population size and age structure will remain constant. For example, Knowlton et al. (2007) assumed that population totals for each of the thirty-one counties in New York City, based on data obtained from the US Census 2000 survey, were held constant throughout the modelling period. Baseline mortality rates for all age groups were also held constant.

If susceptible populations are considered, then future demographic trends should be addressed. Jackson et al. (2010) obtained the county population estimates by age group for the years 2005–30. The population was held constant for the 2025 projection, allowing differences in excess deaths between years to be interpreted as the component due to climate change. Dessai (2003) estimated population scenarios for Lisbon in line with the SRES. The population growth rates from each SRES storyline were applied to the 1990 Lisbon population to produce future population figures until 2100, and the median population from these calculations was used.

Population acclimatization
How populations may acclimatize to elevated temperatures over time is another issue affecting mortality projections. Acclimatization can be a physiological process of humans adjusting to changes in their environment. People may also
adapt to extreme heat through increased use of air conditioning, modified behaviour patterns, and improved building designs and urban planning (Huang et al. 2011).

One approach is to assume that no acclimatization takes place in the future. For example, Baccini et al. (2011) argued that epidemiological evidence of the extent to which short- or long-term acclimatization alters mortality risk is limited and sometimes discordant. Therefore, for their projections, no acclimatization was assumed and thus no future change in the temperature–mortality relationship.

To incorporate acclimatization, one approach is to use the exposure–response curves from analogue cities. These analogues represent cities whose present climate best approximates the estimated future climate of a target city. For example, Knowlton et al. (2007) modelled acclimatization in New York City using a temperature–mortality response function derived for Washington, DC, and Atlanta, GA, both of which had mean summer temperatures for 1973–94 that were within approximately 1°F of projected temperatures for the New York City region in the 2050s. Another approach involves the use of analogue summers from the same city to model population acclimatization. Hayhoe et al. (2004) used analogue summers in which future acclimatization was based on the temperature–mortality relationships only from the hottest summers on record. Cheng et al. (2009) identified the five hottest and five coolest summers during 1953–2000 and attributed the differences in daily mean deaths between the hottest and coolest summers to acclimatization. Others have accounted for acclimatization by shifting current temperature–mortality relationships to the future. Using this method, the heat threshold increases with time but the slope of the temperature–mortality relationship remains unchanged. Dessai (2003) assumed that complete acclimatization to an extra 1°C warming in maximum temperature is reached every three decades. Gosling et al. (2009) considered three possibilities of future acclimatization: no acclimatization, acclimatization to an increase of 2°C, and acclimatization to an increase of 4°C.

Efforts to better understand how climate change will affect population health, especially among the most vulnerable groups, are necessary. Given uncertainties in our understanding of the future population vulnerability to heat, it is important to use various methods to capture a plausible range of the health impacts of climate change. Although the methods used for projections are still in their early stages and have limitations, the need for evidence-based assessments of future health impacts of climate change is urgent. Such research will significantly contribute to assessing and managing the potential impacts of climate change on population health and well-being (Huang et al. 2013).
Climate change and health: adaptation strategies

The research-and-policy discussion of climate change and its impacts is paying increasing attention to the need for adaptive strategies to lessen risks. The term ‘adaptive strategies’ comes primarily from the well-recognized work of the IPCC and is the counterpoint to the ‘mitigation strategies’ that seek to reduce greenhouse gas emissions.

Following the notorious heat wave of August 2003 in Europe, there was an assessment of local and national actions introduced in France, including heat wave warning systems and surveillance of health events and environmental indices (Pascal et al. 2012).

The amount of attention given to adaptation has increased for two main reasons:

1. the recognition that climate change already exists and is affecting various physical, biological, social, and human health outcomes and that most of the impacts are adverse; and

2. the realization that climate variability will be an increasingly important aspect of the process of climate change and will present a range of often extreme stresses and threats to vulnerable systems.

Adaptation can occur via both planned adaptation (i.e. activities deliberately conducted by individuals, communities, or government) and autonomous adaptation (i.e. spontaneous responses to changes in the climate—physiological, behavioural, cultural, and/or institutional). Epidemiological assessments of the effectiveness of adaptive strategies must take into account the effect of coexistent environmental and socio-economic stresses that influence individual and community adaptive capacity.

In principle, there are three types of adaptive strategies:

- Strategies to reduce exposures to climate-related health hazards (e.g. exposures to extremes of heat, or to infectious agents).
- Strategies to increase the resilience (reduce the susceptibility) of the exposed group or community.
- Strategies to speed or enhance the recovery from adverse health impacts.

These are the three essential components of vulnerability: exposure, sensitivity, and the capacity to respond. Essentially, adaptation to the impacts of climate change means a reduction in vulnerability. This involves changes in attitudes and perception, social structure changes that mediate risk, and an improvement in health-care services and public health programmes (O’Brien et al. 2012).

It is relevant to note that most of the health impacts of climate change will result from the intensification of naturally occurring climatic exposures and the
associated changes in environmental, ecological, and social conditions. The existing health systems and public health practices should therefore provide a good starting point for dealing with many of the anticipated health impacts (Frumkin et al. 2008).

Many adaptive strategies will be amenable to formal epidemiological study for the evaluation of their effectiveness, cost-effectiveness, equity, time-course, and other policy-relevant characteristics. Study designs will encompass methods that are non-experimental, quasi-experimental (e.g. comparing heat wave mortality reductions achieved by differing heat-alert systems in adjoining states/jurisdictions), and controlled experimental. In addition to empirical studies of the outcome of adaptive strategies, there will also be a need for behavioural epidemiological studies of what best facilitates communities and individuals to participate in, or respond to, adaptive strategies, and social-epidemiological and policy analytic studies of social, cultural, and policy barriers to the implementation of adaptive strategies.

The example given in Fig. 15.6 illustrates a range of adaptive strategies that might be applied to lessen the health risks from exposures to extremes of heat.

---

**Fig. 15.6** Illustrative example of the components of ‘vulnerability’ as determinant of the actual health impact of a climate-related exposure.

The choice of adaptive strategies will often need to take account of cost–benefit considerations.

**Adaptive strategies: differences in vulnerability**

Vulnerability issues differ between regions and between developed and developing countries. Many developing countries exist at low latitudes and have relatively high average temperatures. This profile, which may include exposure to cyclones, increases the likelihood of droughts, floods, and outbreaks of infectious diseases. Populations in low-income, less urbanized countries rely more on climate-sensitive natural resources such as forests, agricultural lands, and fisheries for subsistence or employment. Poorer subgroups often live and work in environmentally high-risk areas, such as flood-prone river plains, unproductive agricultural lands, or steep slopes that are susceptible to mudslides. Additional stresses, such as HIV/AIDS, poverty, inequality, and political instability, exacerbate the above situations by amplifying the inherent susceptibility of individuals and communities—which heightens the adverse impacts of climate change and reduces the community’s ability to adapt.

The IPCC (2007) *Fourth Assessment Report* emphasizes that the adverse health impacts of climate change will fall primarily on low-income, poorly resourced, and geographically vulnerable populations—especially impoverished slum-dwelling populations, subsistence farmers, the homeless, and resource-dependent communities (e.g. fishermen), in both developing and developed countries.

In Australia, for example, groups likely to be vulnerable to climate change include

- persons living in regions where climate-sensitive infectious diseases may tend to spread;
- rural (especially farming) communities in southern and eastern Australia (exposed to long-term drying conditions);
- older and frailer persons, especially in relation to heat waves;
- coastal-resident communities;
- remote indigenous communities facing heat, drying, water shortages, and the loss of traditional food species; and
- those living in current and potential cyclone-risk zones.

In practice, the actual choice and form of adaptive interventions depends on the scale under consideration (i.e. global, regional, or local), the type of health risk, the time-frame, and the resources available. This has implications for the choice
of research methods by which such intervention strategies are evaluated (Menne and Ebi 2006).

Early warning systems and vulnerability mapping are well-recognized measures of adaptation for the protection of health. The latter can be made with a specific focus (e.g. disease specific; Dickin et al. 2013) or with a broader perspective (Thornton et al. 2008; Confalonieri et al. 2009, 2014).

**Basic public health functions in relation to climate change: risk assessment, surveillance, and information dissemination**

A range of public health functions is required in response to climate change (Campbell-Lendrum et al. 2007; Frumkin et al. 2008). Many will require inputs from the research discipline of epidemiology: concepts, measures, and methods of evaluation. In particular, there will be a need to

1. document and communicate, to public and policymakers, the actuality of health risks due to climate change—national and (appropriate) sub-national formal health-risk assessments should be carried out, to identify the main health risks, their likely chronology, and the vulnerable subpopulations;

2. anticipate where health impacts are most likely to appear and ensure there is good, continuing, health outcome surveillance directed at those ‘pressure points’;

3. develop methods of estimating causal attribution such that public and policymakers can be advised of the likely contribution of underlying climate change to the impacts of otherwise ‘natural’ events (e.g. Hurricane Katrina and Europe’s 2003 heat wave)—this also requires appropriate handling and communication of the complex issue of uncertainty;

4. enhance the overall repertoire of prevention (adaptive) strategies (e.g. early warning systems for health-threatening events, community alerts for fragile older persons, better surveillance systems for detecting shifts in infectious disease patterns, enhanced disaster response preparedness, and food supplementation systems)—in addition, it will be necessary to accrue experience and knowledge about the range of options for these and other risk-lessening adaptive interventions and to evaluate the options for specified populations/communities in terms of averted disease/death/disability burden and cost-benefit profile; and

5. undertake systematic updating of scenario-based health-risk assessments in relation to plausible climate change futures—this will assist and update the understanding, by both general public and policymakers, of the likely future health risks resulting from plausible future social and economic changes.
The US Centers for Disease Control (CDC) website Climate and Health (<http://www.cdc.gov/climateandhealth/>; updated in 2014) has a good discussion about the public health functions required for responding to climate change, as well as a number of useful links.

Assessment students’ achievements

These are early days in the teaching of this new and evolving topic. Obvious options for the assessment of student performance include

◆ a critical review of a nominated published paper that exemplifies one or more of the research categories described in ‘Discussing the research tasks for epidemiology’;
◆ an essay that provides a review and critical commentary about the types of research methods needed in this research domain and what this means for the future development of epidemiological research; and
◆ a draft research proposal to carry out a study under one of the four core categories discussed in ‘Health impacts of climate change: what types of epidemiological study?’. This could be done by a single student or by a small group.

Conclusion

Traditional quantitative epidemiological methods play a role in the underlining of climate–health linkages but more robust analytical approaches are still needed to clarify the complexities of many process involved in the impacts of climate factors upon human population health. Human health is—and will be—affected by climate via pathways involving large-scale and long-term exposures, with multiple effects on natural and human systems.

The immediate public health impacts of extreme climate events are readily imaginable or apparent. In the long term, a greater health hazard for many populations will arise from disturbances to environmental, ecological, and social living conditions. This mix of direct and indirect risks to health, and immediate and eventual health risks, poses a range of research challenges to epidemiologists. A major challenge ahead is to fill important gaps in the knowledge of the diverse and complex pathways through which human health is affected by the changing global climate system. This is especially true in developing countries, where the most vulnerable people live and which often have limited scientific research capacity.

The case for adaptive strategies to lessen health risks from climate change is clear. This, too, poses a responsibility and challenge for epidemiologists, for the
public health system, and for the health sector at large in its dealings with other sectors and social agencies.

Overall, there is a great need for epidemiologists to learn about and engage in addressing this momentous issue. There is important research to be done—much of it at unusual scale and with unfamiliar collaborating disciplines. All such research will contribute to enriching and informing the formulation of public policy on one of the great issues of the age.
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Part 3

Outcome-oriented epidemiology
Introduction to infectious disease epidemiology

Infectious disease epidemiology courses in practice concentrate almost exclusively on communicable diseases—those transmitted from person to person. Such courses are generally taught in one of two ways. The first approach is to define the biological basis of infectious diseases and then follow with sessions on the major types of infectious diseases as classified by route of transmission (airborne, close contact, vector, sexual), the major pathologic consequence or system affected (respiratory, gastrointestinal, genitourinary, oncogenic infections), and/or by the type of infectious agent involved (e.g. helminths, fungi, protozoa, bacteria, viruses, or prions). Additional sessions might focus on technical and practical topics such as outbreak investigation, infection control, study design, and the molecular epidemiology of pathogens. In such courses natural history, descriptive epidemiology, and the biology of host and pathogen take centre stage, and the differences among infections are emphasized. Several major textbooks of infectious disease epidemiology follow this approach (Thomas and Weber 2001; Nelson and Masters Williams 2006). A second approach is to focus on the common factors that unite infectious (more specifically, communicable) diseases, using particular diseases as examples to illustrate the principles of communicable disease epidemiology while abandoning any effort to be comprehensive in covering the major types of infectious diseases.

Both approaches are useful, particularly for students without medical training (which often provides a tolerable, if not ideal, introduction to the topics covered in the first approach) and, ideally, a student with a deep interest in the subject will be exposed to each of them. However, this chapter describes how a course might be taught following the second approach, which emphasizes principles and commonalities at the expense of breadth of coverage. The goal is to expose students to analytic approaches and ways of thinking about infectious diseases that will serve them well in considering any communicable disease or, indeed, in assessing the possible infectious etiology of diseases whose
causes are unknown (Knobler et al. 2004). An excellent recent textbook by Vynnycky and White (2010) has been a useful adjunct to teaching a course along the lines described here; notwithstanding the phrase ‘mathematical modelling’ in the title, it is a rather biologically and epidemiologically motivated treatment of the topic. Supplementation from the text by Giesecke (2001), from the texts mentioned above, and with papers from the primary literature may be helpful. The modern ‘bible’ of infectious disease dynamics is the book by Anderson and May (1991), which may be difficult reading for non-mathematical students but is an invaluable resource for teaching and research.

**Teaching objectives**

Following the course described here, a student should be able to

- correctly use terminology associated with infectious diseases and their transmission;
- assess the evidence in favour of an infectious cause for a particular disease;
- describe secular trends in infectious disease morbidity and mortality;
- define, use, and make simple calculations concerning key concepts in infectious disease epidemiology, including the basic reproductive number, herd immunity, epidemic curves, and recurrent epidemics in open populations;
- understand the qualitative impact of heterogeneity in disease susceptibility and infectiousness risk on the probability of epidemics, the age structure of disease incidence, and the concentration of disease risk;
- describe the individual-level and population-level impacts of disease-control measures such as vaccination, antimicrobial treatment, and hygiene (including condom use);
- list the key determinants of the rate/extent of spread of a communicable disease;
- describe the impact of these key determinants; and
- use simple, compartmental models of infectious disease transmission to assess the impact of variations in disease parameters on the transmission of the disease.

Key themes that should be emphasized throughout and revisited through case studies include

- the interacting roles of biology (host and pathogen characteristics, and evolution) and behaviour in determining the transmission of infectious diseases;
◆ the distinctive effects of medical or public health interventions to control infectious diseases on the individual ‘recipient’ of the intervention and the community as a whole—often extending benefits (reduced transmission) to those who do not receive the intervention but in a few instances placing them at increased risk; and
◆ the use of mathematical models as tools to understand infectious disease dynamics.

### Teaching method

This course may be taught as a series of lectures of one to two hours each; approximate lengths are suggested for each lecture but may be modified according to the interest and expertise of the lecturer and the level of the students.

A central theme in the course is that every characteristic or action of one individual in the population that affects his ability to become infected with and/or transmit a communicable disease has consequences for others in the population. This is the key distinguishing feature of communicable diseases and affects nearly every aspect of their epidemiology. After this course, students should almost instinctively ask themselves when considering a public health intervention for a communicable disease what its effects would be both on the targeted individuals and on the population as a whole, including those not targeted.

In technical subjects, it is surprisingly easy for students to acquire the ability to manipulate equations and answer quantitatively challenging exam questions without acquiring a qualitative or intuitive understanding of the subject (Mazur 2005). In lecturing, in writing exam questions, and in preparing guiding questions to help students read the primary literature, it is valuable to pose simple questions that have precise answers but require qualitative understanding. Often these may be in the form of applied questions, such as ‘If you were weighing a decision to vaccinate your child and you believed that vaccine carried a certain risk of an adverse event, which numbers from the following table would you use and how would you use them?’ (I have previously used this question in relation to Table 2 in Feikin et al. 2000 during a group discussion of this paper). Sometimes the questions may be more abstract: when studying age-seroprevalence data, ask students to sketch the curve one would expect for a sexually transmitted disease that has been in the population for a long time, then one for a childhood disease that was eradicated thirty years ago, etc. In some cases these qualitative questions are considerably harder than questions involving more complex calculations, just as Mazur (2005) found for his physics students, in that they motivate and test a different form of understanding.
Teaching content

What follows is an outline of a course that could be taught to students with a limited background in epidemiology; a target audience might be physicians or recent college graduates with some biological background.

The level of the course should be adapted to student abilities and interests. Students with excellent quantitative skills or a background in another population science (demography, ecology) may be able to move rapidly through the conceptual aspects of the early lectures. Three options are possible in such circumstances: (1) compress the presentation of this material; (2) add a focus on data sources, data analysis, and the biological basis of the phenomena, for example, immunity; and (3) add quantitative detail, for example, at the level of Anderson and May 1991 or Keeling and Rohani 2007; or, for mathematicians, Diekmann and Heesterbeek 2000.

Introduction, terminology, trends, techniques, and causality (two to three hours)

To capture student interest before launching into the dull preliminaries—while giving a sense of the approach of the course—it is suggested to open the class with a series of ‘big questions’ about infectious diseases and their common features. The idea is that students should have some insight into (or in some cases, the answer to) these questions by the end of the class. Common features of communicable diseases include seasonal, recurrent epidemics (sometimes annual, sometimes every several years; Anderson and May 1991); age-distribution of attack rates (Anderson and May 1991); and rates of change of drug resistance in hospital- and community-acquired pathogens (Lipsitch 2001b). Students may be presented with these phenomena and asked to speculate about the reasons for them. Other such questions might include, for example, if vaccine supplies are limited, who should get vaccinated? Can treating (Anderson 1991; Baggaley et al. 2006) or preventing (Panagiotopoulos et al. 1999) an infection ever be harmful? Why was smallpox the first disease to be eradicated by public health efforts? Which is harder to control, SARS or pandemic influenza, and why?

The first lecture should introduce key terminology and concepts relevant to infectious disease epidemiology, including such terms as reservoir, transmission route (airborne/droplet/waterborne/vector/etc.), communicable versus infectious, vector, host, etc. This is a good time to begin mentioning specific infections in connection with some of these concepts, in order to familiarize non-experts with common communicable diseases. For students needing introductions to the epidemiology of particular diseases, the twin volumes
edited by Evans and colleagues (Evans and Kaslow 1997; Evans and Brachman 1998) are an excellent resource.

The natural history of a communicable disease should be introduced here, with a clear distinction made between the natural history of infectiousness (latent period leading to infectious period) and the natural history of symptoms (incubation period leading to symptomatic period), making note of the fact that the incubation period may be either longer or shorter than the latent period. The concept of the incubation period should be distinguished from the notion of induction time commonly used in chronic disease epidemiology. Students may be asked at this point to consider the implications for disease control if the latent period is either longer or shorter than the infectious period, an aspect that will be formally addressed later. The serial interval or generation time is also a key concept here; its definition is inconsistent in the literature but a clear and self-consistent definition of the generation interval is the difference between the time at which an individual becomes infected and the time at which his/her infector became infected. A timeline will help to clarify these concepts (Giesecke 2001).

Following this survey of terminology, students should be introduced to the key features that make communicable diseases special and justify a distinct course on their epidemiology. These include (Giesecke 2001)

- the existence of immunity, both as a factor influencing risk and as a record of prior infection (Edmunds et al. 2000);
- the fact that a case may be a source and that, in some cases, a subclinical case may be a source;
- enormous and rapid variation in incidence and prevalence—the existence of epidemics;
- urgency—that relatively small delays in action may have large consequences (Ferguson et al. 2005);
- the existence of risk factors for transmission, not only for disease incidence or outcome (Quinn et al. 2000);
- the biological characteristics of the cause—the fact that pathogens have eco-logic niches and can evolve (Levin et al. 1999);
- the fact that the impact of interventions in the population is not a simple sum of individual effects (e.g. indirect protection from vaccines);
- the fact that, statistically, outcomes in different persons are not independent (Cooper and Lipsitch 2004); and
- different causal structure—a single, by definition, ‘necessary’ cause versus ‘complex’ diseases with many sufficient causes.
Examples from the lecturer’s own experience or field of study will be valuable in illustrating these points.

Trends in infectious disease should be discussed; key features are the decline in infectious disease mortality prior to the availability of biologically based treatment or prevention (Armstrong et al. 1999) (or even biological understanding; McKeown 1976), the notion of the epidemiological transition (Omran 1971), the decline in interest in infectious diseases, the persistence of infectious diseases in developing countries, and the resurgence of both disease and interest in disease with the appearance of HIV/AIDS.

Finally, the issue of causality in infectious disease should be discussed. A minimal approach would introduce Koch’s postulates and give a single example, followed by some of the practical difficulties in fulfilling these postulates (unculturable pathogens, impossibility of truly isolating individual pathogens from particular contaminants, etc.). A fuller exploration could involve a whole lecture and could delve deeper into case studies such as the evidence for HIV as the cause of AIDS or the prion hypothesis for transmissible spongiform encephalopathies and could discuss the modern ‘molecular Koch’s postulates’. A brief account of the modern application of Koch’s postulates for the SARS virus has been presented by Fouchier and colleagues (2003).

**Epidemics in closed populations, and compartmental modelling as a framework for understanding (two to four hours)**

This lecture should introduce the notion that an epidemic curve for a communicable disease in a closed population has a characteristic shape. Students should leave with a qualitative understanding of the reasons for each phase of the epidemic. Exponential growth is expected when a communicable disease is first introduced into a population, as each individual (on average) infects a fixed number of other individuals (the basic reproductive number—the term may be introduced here or deferred until its own lecture). This exponential growth begins to slow as the proportion of susceptible individuals among the contacts of infectious persons declines (since these contacts are now either themselves infected or immune); a peak is reached when each infection, on average, generates only one further infection, thus just replacing itself. This process continues to deplete susceptible hosts, further lowering the mean number of secondary cases per case; hence, the epidemic must decline. Some susceptibles are left over at the end of the epidemic, because disease declines not when the number of susceptibles approaches zero but when each case creates less than one secondary case on average. Analogies to wildfires spreading in a forest or to predator–prey dynamics in ecology may be helpful for students of appropriate backgrounds.
Following this qualitative introduction, a simple compartmental model should be introduced to quantify the ideas just expressed and to allow further analysis. The goal is to build up to a basic susceptible–infectious–recovered (SIR) model. Time should be taken in attempting to provide intuition for what the model represents. A two-compartment model for a non-communicable disease could be presented first, with fixed incidence and duration; this connects the compartmental modelling framework to the concepts of incidence, duration, and prevalence, all of which should be familiar after a basic epidemiology course. It also allows the instructor to make explicit the most fundamental aspect of a communicable disease—that incidence is not fixed or simply environmentally determined but depends on current prevalence. From here, the explicit form of an SIR model can be presented; clear introductions to this methodology are given in the works by Giesecke (2001), Anderson and Nokes (2002), and Keeling and Rohani (2007). Both box-arrow and differential equation forms may be presented.

Up to one to two hours may be spent in discussing the parameters of these models: contact rates, transmission probability, duration, and their measurement or estimation in real diseases. This discussion should emphasize the behavioural and biological assumptions underlying the models and the parameters (random mixing, contact rates dependent on densities of hosts, etc.).

The concepts of closed-community epidemics may be illustrated with data from well-described epidemics of smallpox (Eichner and Dietz 2003) or influenza (Keeling and Rohani 2007). An important application of these ideas in practice is given in the report by UNAIDS (1999).

At this point, a laboratory session may be used to introduce compartmental modelling by providing students with a basic SIR model and allowing them to explore its properties by changing duration, transmission probability, contact rate, or population density/size. For ease of learning and use, the Berkeley Madonna differential equation software is ideal. It is available as a free download trial version from <http://www.berkeleymadonna.com/>, and volume licences for students are available at reasonable prices. Students should be guided through the mechanics of manipulating an existing model at first so that the focus is on understanding transmission behaviour and its qualitative features rather than on understanding the models or software. More advanced students may wish to pursue programming within Berkeley Madonna to create more detailed models. Our infectious disease epidemiology is transitioning to teaching students to model in R (<http://www.r-project.org/>), which offers much greater flexibility and breadth of application, at the expense of more effort to acquire basic fluency.
Reproductive numbers, their implications, and their estimation (two hours)

The basic reproductive number $R_0$ is the most fundamental quantity in measuring the transmissibility of a communicable disease. The concept has been foreshadowed (or perhaps introduced) previously but should be defined here as the expected number of secondary infections caused by a typical infectious individual in a fully susceptible population. It is crucial to emphasize that this is determined partly by biological factors (e.g. pathogen shedding) and partly by social/behavioural ones (e.g. crowding and contact rates); thus, $R_0$ is not a constant of nature but a characteristic of a pathogen (or strain) in a given population. Representative values of $R_0$ should be presented (Anderson and May 1991), although these estimates are trustworthy only for the immunizing childhood infections (e.g. pertussis, measles, smallpox, mumps); population variability and uncertainty about how to estimate $R_0$ for many other diseases means that numbers should be treated with extreme scepticism for many other infections, including HIV, malaria, and many partially immunizing pathogens.

The relationship between $R_0$ and the effective reproductive number $R_e$ should be stressed; the latter measures the actual number of secondary infections per case, given the presence of interventions, partially immune populations, etc. The concept of epidemic peak presented in ‘Epidemics in closed populations, and compartmental modelling as a framework for understanding’ should be revisited and formalized as the point where $R_e = 1$. The remainder of the lecture should be focused on the relationship between $R_0$ and other quantities of interest, including the final size of an epidemic in a closed population, the probability that an epidemic takes off, and the growth rate of an epidemic in its early phase.

Laboratory work associated with this session should include changing contact rates, transmission probabilities, and durations to alter the basic reproductive number, allowing students to make predictions about the impact of such changes on the ability of the infection to spread and its rate of spread.

Herd immunity and control of a communicable disease (two hours)

This lecture should introduce the concept of herd immunity, again reinforcing the notion that what happens to one individual affects other individuals in the population. The notion of herd immunity—the existence of a level of immunity in the population that affects transmission to those who are not immune—may be introduced side by side with the notion of indirect protection: that immunizing one individual by natural exposure or vaccination may protect another individual. These two concepts are distinct and should be introduced as such;
however, in practice, they are used interchangeably, even by distinguished epidemiologists.

Students should be challenged to consider (1) for which kinds of diseases and which kinds of intervention one might observe indirect protection, and (2) what sorts of evidence might be gathered to test whether indirect protection results from a vaccine. Data including reductions in infectiousness in vaccinated persons, reductions in disease incidence by a fraction greater than the fraction vaccinated, reductions in disease incidence in household members of vaccinees, or reductions in age groups outside the target ages of vaccination should be discussed. Fine (1993) has an excellent review that also addresses dynamical changes expected with indirect protection, for example, changes in the mean age of infection or in the frequency of epidemics. With advanced students, this article provides a good introduction to topics that will be covered later. Another advantage of this article is its review of herd immunity in particular diseases.

Herd immunity provides a context in which to discuss why elimination or eradication of a disease is possible with immunization of less than 100 per cent of the population. The equation for the critical fraction to immunize to eliminate transmission, \( P_c = 1 - 1/R_0 \), should be derived from the consideration of \( R_0 \) and \( R_E \) and introduced at this stage. This could lead to a discussion of the factors affecting the ease of eradicating a disease—low \( R_0 \), effective vaccine, no non-human reservoir—and the reason why smallpox was the first disease eradicated by vaccination.

This list, however, is incomplete, even in the case of smallpox, since smallpox eradication did not simply depend on mass vaccination but also on ‘mop-up’ operations via ‘ring vaccination’ of contacts of cases. A discussion of the history of smallpox vaccination may be of interest here (Fenner et al. 1988) and the conceptual issues to be raised include the additional importance of disease natural history and the timing of control measures: smallpox ring vaccination was possible because the latent period is nearly as long as, or perhaps as long as, the incubation period, so that identifying symptomatic persons was a reliable guide to identifying potentially infected contacts. Moreover, those contacts could be vaccinated after exposure and still protected (Fenner et al. 1988). A good conceptual discussion of the issues affecting the success of control measures in general is given by Fraser et al. (2004).

**Transmission dynamics in open populations with births and deaths (one to two hours)**

The goal of this session is to answer one of the questions posed at the opening of the course: the origin of repeated, annual, or multiannual epidemics of communicable diseases. An intuitive way to introduce the problem is to compare
the epidemic in a closed community (unimodal, ending with zero cases) qualitatively against data from pre-vaccination childhood diseases such as measles (non-zero cases, recurrent epidemics, sometimes annually and sometimes in cycles of two or more years). A model implemented in Berkeley Madonna may be set up in class to begin from a closed community and slowly add ‘features’ (give non-zero values to parameters such as birth rates and seasonal fluctuations) to produce dynamics with increasing similarity to the ones observed in data. Given that an epidemic dies out due to loss of susceptibles, the birth of new susceptibles is clearly required to maintain transmission over time. Adding births to a simple model produces an endemic equilibrium level of infection without oscillations or with damped oscillations, depending on parameter values. Persistent oscillations may be obtained by adding seasonal forcing to the model via a sinusoidal term (Keeling and Rohani 2007). The period of the oscillations is predictable from the birth rate, the serial interval, and the basic reproductive number (Anderson and May 1991). If students have computers available in the classroom, they may be able to follow along with this demonstration using Berkeley Madonna; alternatively, some of this material may be taught in a laboratory session. More advanced classes may wish to cover the material/application described by Earn and colleagues (2000), who used changing patterns of birth rates and vaccination to explain changes in the patterns of epidemics of measles over time.

Laboratory work should allow students to work with the full model of an infection with seasonal forcing and births. They should be asked to predict the period of oscillations for various parameters and to check it against the model runs. This is also a good time to reinforce earlier concepts about the supply of susceptibles as driving the epidemic.

Age-seroprevalence studies and inferences from them (two to three hours)

The purpose of this session is to introduce the notion of cross-sectional data on the prevalence of immunity in different age groups, and the use of that data (under particular assumptions) to make inferences about the transmission of the disease. Biological aspects of immunity may be covered here, at a level of detail appropriate for the audience. Key points are as follows:

For some infections, acquired immunity is virtually complete and lifelong (e.g. for measles), while for others it may be partial, temporary and/or strain-specific (e.g. influenza, malaria), or virtually non-existent (e.g. gonorrhoea).

- For infections with lasting and highly effective immunity, individuals may be classified into susceptible or immune, usually based on their antibody
levels, and the prevalence of immunes is called the seroprevalence. A selection of age-seroprevalence curves (seroprevalence by age group) has been presented by Anderson and May (1985).

- If a disease has been endemic in a population for a long time, then the cross-sectional pattern of immunity may reflect the experience of a cohort (i.e. seroprevalence should increase with age at a rate equal to the annual risk of infection).

- If the disease has not been endemic over a long period, cross-sectional age-seroprevalence may depart dramatically from the experience of a cohort; for example, a disease whose transmission has declined recently will show elevated and increasing seroprevalence in older persons but this does not indicate that current transmission is concentrated in older age groups.

Under the assumption that a disease has long been endemic in a population, it is possible to calculate age-specific forces of infection from age-seroprevalence data. Students should be walked through an example of this process using real or simulated data; it may be useful to have them design an Excel spreadsheet to perform the calculations. Laboratory sessions should give the students practice doing these calculations.

This is also an appropriate stage to introduce the simple relationship among the basic reproductive number $R_0$, the mean age at infection $A$, and the lifespan $L$, for a disease with lifelong immunity spreading in a homogeneously mixed population: $R_0 \approx \frac{L}{A}$. The calculation may be justified by a graphical or intuitive argument (Anderson and May 1991). It should be emphasized that this calculation can be strongly misleading when the assumptions are violated (Gupta et al. 1994).

**Heterogeneity in infectious disease transmission (two to four hours)**

For every communicable disease, hosts differ in their biological susceptibility, their biological tendency to be infectious, and their behavioural proclivity to make infectious contacts. These heterogeneities may affect every aspect of infectious disease transmission, including the probability that a single case will spark an outbreak, the rate at which a disease initially spreads, the eventual size of an epidemic, and the effectiveness and optimal targeting of control measures. Classically, this heterogeneity has been best studied as it relates to age (mainly for directly transmitted diseases) and to sexual activity levels (for sexually transmitted infections).

Students may be introduced to the issue of heterogeneity through examples including superspreading in SARS and other diseases (Shen et al. 2004;
Lloyd-Smith et al. 2005), the importance of children in spreading respiratory
diseases (Reichert et al. 2004; Lexau et al. 2005), and the effect of viral load on
infectiousness in HIV (Quinn et al. 2000). A key objective in this lecture is to
help students to differentiate among the types of heterogeneity and understand
their effects. The contribution of an individual to disease transmission depends
on three key factors:

1. the frequency of potentially infectious contacts, which in general affects
both the probability that the individual becomes infected and the number of
secondary infections that individual may cause—this in turn may depend on
the individual’s degree of hygiene, degree of crowding in the home, use of
precautions such as condoms for a sexually transmitted disease, and profes-
sional and personal habits that affect contact rates;

2. the probability of becoming infected upon exposure—this may depend on
such factors as the individual’s immune status (history of infection with the
pathogen in question as well as general immune sufficiency), whether the
individual is circumcised (for certain sexually transmitted diseases), the
individual’s hygiene or use of precautions, etc.; and

3. the individual’s infectiousness to others once infected; this again may depend
on hygiene, immune status, circumcision, site of infection, degree of illness,
or other factors.

These proximate causes of heterogeneity are often unknown for particular per-
sons in the population but easily observable characteristics such as age, sex, or
profession may act as proxies for these causes and may be useful ways of classi-
fying persons for the purpose of understanding their contribution to
transmission.

Age is perhaps the simplest and most intuitively straightforward axis of
heterogeneity with which to introduce the quantitative analysis of the issue.
The section ‘Age-seroprevalence studies and inferences from them’ intro-
duced the estimation of age-specific force of infection from seroprevalence
data. For a basic class, one may wish simply to discuss the issue of age-
heterogeneity in infectiousness and susceptibility in general terms here. For
a more advanced class, one could go into greater detail on the use of assumed
mixing matrices (who-acquires-infection-from-whom, or WAIFW, matri-
ces) to estimate transmission from the age-specific force of infection and
inferred prevalence and incidence. There is no simple treatment of this proc-
ess in existing textbooks but the exposition in the book by Anderson and May
(1991) is quite complete. A key limitation of this approach is that, with \( g \)
groups, there are \( g^2 \) mixing coefficients but only \( g \) constraints, so it is neces-
sary when estimating group-to-group transmission coefficients to assume
equality (or at least dependence) among some of these mixing rates. This approach has always been somewhat unsatisfactory but recent efforts to estimate social mixing patterns directly (Wallinga et al. 2006) may begin to provide viable alternative approaches.

Applications of age-related heterogeneity in transmission to the design of control measures include pulsed vaccination strategies (Keeling and Rohani 2007), vaccination of children to protect adults (Lexau et al. 2005; Halloran and Longini 2006), and design of policies to avoid increases in disease incidence at vulnerable ages (e.g. for rubella (Anderson and May 1991) and varicella (Edmunds and Brisson 2002)).

Heterogeneity in sexually transmitted infections (one hour or more)

Few features of human behaviour are as variable as the frequency of acquiring new sexual partners, which ranges from celibacy or mutual monogamy at one extreme (while the subjective difference between these is vast, they are equally disadvantageous to the transmission of a sexually transmitted infection (STI)), to extreme promiscuity at the other. An enormous literature assesses the theoretical impact of such variability on the dynamics of STIs, yet the empirical impact of these heterogeneities remains unclear because of the imprecision of our measurements of human behaviour.

At least three aspects of heterogeneity should be presented and their effects distinguished in the context of STIs:

1. Variation in the rate of partner acquisition per se. Simply the fact that some individuals have more sexual partnerships than others tends to facilitate and speed up the spread of STIs in a population, compared to a situation in which everyone has the mean number of sexual partners. The reason for this is that individuals who have many partners are both more likely to become infected and more likely to infect a large number of others if they do become infected. The effect here is to make the basic reproductive number proportional to the mean rate of partner acquisition plus the ratio of the variance to the mean (Anderson and May 1991). For quantitatively advanced classes, it may be interesting to consider highly counterintuitive consequences of this idea (Kremer and Morcom 1998) and to discuss whether the theoretical assumptions can support these consequences.

2. Assortativeness in partner choice. Conceptually, assortativeness refers to a tendency of individuals who have many sexual partners to choose as partners others who also have many sexual partners. This may be contrasted with proportionate or ‘random’ mixing, in which individuals choose
partners without regard to whether the partner has a similar activity level (though highly active individuals will be over-represented in the pool of potential partners for everyone, simply because they are highly active). Assortativeness may also be contrasted with disassortative mixing, in which individuals tend to partner with persons with dissimilar activity levels (e.g. commercial sex-workers with individuals who have few partners). In general, assortativeness tends to increase the likelihood that an infection can persist in a population (since once it enters a high-risk group, it tends to continue circulating in that group) but may in some cases reduce the prevalence of the infection (since contacts of highly infectious people may be ‘wasted’ on others who are likely already to be infected or immune; Garnett and Anderson 1996).

3. Partner concurrency. In recent years, it has become clear that concurrent sexual partnerships are a major factor allowing rapid spread of STIs—especially HIV, for which the first months of infection carry the greatest transmission risk (Gorbach and Holmes 2003). For this reason, a concept of STI epidemiology as resulting from sequential sexual partnerships is incomplete and may underestimate the potential for spread (Morris and Kretzschmar 1997).

The concept of a ‘core group’ (Yorke et al. 1978) that is responsible for maintenance of an STI in a population is central to much thinking in STI epidemiology.

**Emerging diseases (one hour or more)**

The appearance of new diseases in highly susceptible populations poses a number of epidemiologic problems, as well as problems of control. Most novel human diseases emerge as zoonoses, of which a subset acquires the ability to transmit within human populations. Long lists of the determinants of such disease emergence events have been compiled (Morse 1995) but a long list of factors is an expression of uncertainty rather than understanding. There have been efforts to quantify the contributions of various factors to disease emergence theoretically (Antia et al. 2003) and empirically (Jones et al. 2008).

Once a disease acquires the ability to transmit within human populations, several questions arise. The first is whether a disease is likely to spread successfully in a particular population; the dramatic differences between countries in the degree of the spread of SARS in 2003 provide a dramatic illustration. The most important determinant of spread is the basic reproductive number $R_0$. If it is less than 1, then a large epidemic is not possible while, if it exceeds 1, then an epidemic is possible but not guaranteed; the probability increases as a function
of $R_0$. However, $R_0$ represents a mean, and the degree of variation around that mean also determines the probability that the epidemic will ‘take off’. Accounts of the basic theory applied to particular diseases are given by Lipsitch and colleagues (2003) and Lloyd-Smith and colleagues (2005).

A second question is how fast the epidemic will spread. Spread will be more rapid for larger $R_0$ and slower for longer serial intervals. For a simple SIR-type infection, the exponential growth of the early epidemic will occur at a rate given by $(R_0 - 1)/D$, where $D$ is the duration of infectiousness or, equivalently in this model, the serial interval; this concept may have been described in the lecture on $R_0$. Theory for more complex natural histories has been reviewed by Wallinga and Lipsitch (2007). Turning this around, the rate of change in case numbers, combined with information about the distribution of serial intervals, may be used to estimate the current effective reproductive number with some time lag; the key reference for this topic is the paper by Wallinga and Teunis (2004).

The estimation of case–fatality proportion during an emerging epidemic may also be addressed if time permits (Ghani et al. 2005).

The foregoing constitutes a basic course in the concepts of communicable disease epidemiology. Many aspects of the topic are of course not covered. A more extensive course might include modules on some of the following topics.

**Vector-borne diseases**

Some of the first developments of the concepts of infectious disease dynamics were motivated by problems of malaria, a vector-borne disease (Ross 1916, 1917; Ross and Hudson 1917). Aspects of vector ecology and behaviour affect many of the basic assumptions about transmission dynamics and may justify a separate session on this class of diseases. A remarkable special issue of the American Journal of Tropical Medicine and Hygiene containing a collection of papers on a trial of insecticide-treated bed nets for malaria provides a rich source of epidemiologic concepts and their applications to this key vector-borne disease (Nahlen et al. 2003).

**Study design for communicable diseases**

Communicability introduces a number of complexities into study design. In particular, the non-independence of outcomes means that studies of interventions may miss indirect effects or may be biased by dependencies between patients. The design of studies to capture indirect effects while avoiding bias is an active area of research; indeed, a whole course in this area could be taught. Aspects that might be addressed in one or more lectures include
randomized trials—the inability of standard, individual-randomized trials to detect population-level effects, and the use of community-randomized designs to capture indirect effects at the community level (Moulton et al. 2001; Halloran and Longini 2006);

the use of household or partner studies to estimate effects of treatment or vaccination on infectiousness (Datta et al. 1998; Halloran et al. 2007);

the use of ecological studies to infer indirect protection from the vaccination of selected age groups (Reichert et al. 2001; Lexau et al. 2005);

the use of vaccine-probe studies to estimate burden of disease attributable to a particular pathogen (Gessner et al. 2005; Scott 2007); and

the problems of non-independent outcome in studies of hospital-acquired infections and the use of appropriate methods (Cooper and Lipsitch 2004).

Many, though not all, of these topics are discussed by Halloran (2001).

**Evolution of virulence and antigenic diversity in pathogens**

The biological interaction between host and pathogen is a distinctive feature of communicable diseases and raises the possibility of pathogen evolution in response to selection imposed by the host. A classical notion that host–pathogen interactions always evolve toward benignness has been partly replaced by an understanding that harming the host may provide a transmission advantage to the pathogen (by prolonging infection, delaying clearance by the immune system, and increasing the production of infectious propagules) and that this advantage may offset the ‘cost’ to the pathogen of killing or disabling its current host (Anderson and May 1991). Classical experimental results with myxomatosis in rabbits should be covered in any lecture on this subject (Fenner and Ratcliffe 1965; Anderson and May 1991); unfortunately, there have been few empirical follow-ups to these studies. A large theoretical literature has developed on the ‘evolution of virulence’, yet biological differences among infections frustrate attempts to generalize (Ebert and Bull 2003). This approach to studying virulence from the perspective of selection may be contrasted with the rather different molecular genetics approach of studying ‘virulence determinants’, defined as genes in a pathogen that are essential to cause disease or to infect an animal host but not for growth in culture (Finlay and Falkow 1997).

The host immune system also exerts selection pressure on pathogen populations to diversify in order to escape host immunity; this, in turn, alters the pattern of disease to which hosts are exposed. Examples at a range of temporal and spatial scales include within-host escape from cytotoxic T cell immunity in
HIV (Rambaut et al. 2004), the diversification of influenza A virus hemagglutinin (Koelle et al. 2006), and the population-wide diversity of serogroups/serotypes in colonizing bacteria (Lipsitch and O’Hagan 2007).

**Evolution in response to infectious disease interventions**

The evolution of pathogens is driven not only by biological interactions with the host but also by our deliberate interventions for prevention and treatment. Antimicrobial resistance is the most important example, another topic that could be the subject of a lecture or a whole course. Some biological background is very helpful to set the stage, including at least the genetic mechanisms of resistance (mutation, acquisition of foreign DNA, including plasmids) and biological mechanisms of resistance (e.g. enzymatic destruction, target change or amplification, efflux, etc.). From an epidemiological perspective, there is a key distinction between the risk of emergence of resistance during treatment (particularly worrisome for mutationally conferred resistance, e.g. in tuberculosis or HIV infection) and the use of anti-infectives that select for spread of resistance at the population level (Lipsitch and Samore 2002). Resistance raises special issues of study design (Lipsitch 2001a; A. Harris et al. 2002) and mathematical modelling (Lipsitch 2001b; Bootsma et al. 2006).

Vaccination, too, imposes selective pressures on pathogen populations, in some cases leading to the selection of variants that escape from the vaccine. A clear example is the emergence of non-vaccine-type disease in *Streptococcus pneumoniae* (Hicks et al. 2007); the significance of this phenomenon is less clear in pertussis (Mooi et al. 2001) and hepatitis B (Wilson et al. 2000). In the case of oral polio vaccine, it is the vaccine virus itself whose evolution poses a challenge to eradication efforts (Kew 2005).

**Role of genomics in modern infectious disease epidemiology**

With the advent of affordable genome sequencing for pathogens, whole genomes are increasingly a key part of the evidence brought to bear on infectious disease outbreaks (Fraser et al. 2009; Grad et al. 2012; S. Harris et al. 2013) and endemic infectious diseases (Mutreja et al. 2011; Croucher et al. 2013). Some of this activity is for specialized evolutionary studies but I speculate that it is only a matter of a few years before ‘pathogen genome sequence(s)’ will become a standard element of epidemiologic line lists, along with elements of person, place, and time. Methods to use these techniques in outbreak investigations are in their infancy but extra time could profitably be devoted to exposing students to early examples of this growing trend.
Miscellaneous topics in infectious disease epidemiology

Other topics worthy of consideration that may be covered according to instructor and audience interest include

- the impact of host genetics on patterns of infectious disease incidence (Hill 2006; Casanova and Abel 2007);
- dose–response relationships in infectious diseases (including non-communicable diseases; Haas et al. 1999);
- surveillance—traditional and syndromic (Brookmeyer and Stroup 2003; Lawson and Kleinman 2005); and
- spatial spread of communicable diseases (Cliff and Haggett 1992; Keeling and Rohani 2007).

Assessing students’ achievements

Student achievement may be assessed by performance on problem sets and/or computer laboratory assignments throughout the course and through exams at the midpoint and end of the course.

This course is taught at a fairly high level of abstraction. Students should have an opportunity to see the application of these concepts to real problems. Critiques and discussions of research papers are an excellent way to provide such exposure while also evaluating student understanding. Depending on time available, such critiques may be in the form of group discussion, individual oral presentation, or written student papers. Some papers that could spark good discussion include

- a study of individual and group-level effects of vaccine exemption (Feikin et al. 2000);
- some of the papers on the direct and indirect effects of insecticide-treated bed nets for malaria control collected in a special journal supplement (Nahlen et al. 2003)—the paper by Hawley and colleagues (2003) is a good choice;
- the papers cited in the sections entitled ‘Introduction, terminology, trends, techniques, and causality’ and ‘Heterogeneity in infectious disease transmission’ on the possible perverse effects of varicella or rubella vaccination or of HIV treatment or prevention;
- the UNAIDS (1999) report cited in the section titled ‘Epidemics in closed populations and compartmental modelling as a framework for understanding’ on the interpretation of falling HIV incidence and whether this can be attributed simply to the natural course of the epidemic;
- the papers on the relationship between viral load and infectiousness in HIV (Quinn et al. 2000; Gray et al. 2001); and

- a selection of papers discussing responses to a smallpox bioterror event (a good synthesis is given in Ferguson et al. 2003), an influenza pandemic (Ferguson et al. 2005, 2006; Germann et al. 2006; Mills et al. 2006), or the SARS epidemic (Lipsitch et al. 2003; Riley et al. 2003; Wallinga and Teunis 2004).
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Introduction to cancer epidemiology

Cancer epidemiology is an important topic for health professionals in clinical medicine as well as public health. Teaching this subject, however, presents considerable difficulties, some of which are related to the background and expectations of the students, and others inherent to the topic of study itself. Some students lack in-depth knowledge of biological processes that are essential for the understanding of carcinogenesis and eventually cancer epidemiology. Other students, however, know more about biological processes than some of the teachers, who may thus become insecure, evasive, or even antagonistic. When teaching cancer epidemiology, it is usually required that students have had at least an introductory course of epidemiologic principles and methods. In practice, however, understanding of basic epidemiologic concepts may require more than an introductory course, and students will usually welcome the presentation of methodological issues as applied to specific aspects of cancer epidemiology.

The invocation of a coherent picture, even as a working hypothesis, is highly conducive to a successful presentation. There is nothing more unpleasant for students and teachers alike than to face a list of fragmentary data that cannot be integrated, even tentatively. For several forms of cancer, however, the information is so limited (e.g. brain cancer) or so conflicting (e.g. lymphomas) that it becomes impossible for a teacher to present a coherent picture on the basis of the available information. Nevertheless, every effort should be made to provide such a coherent picture, always making sure that the students are aware of the feebleness of the supporting evidence.

Goal

The goal of a fifteen-to-twenty-hour course in cancer epidemiology is to integrate simple principles of biology with epidemiologic characteristics and concepts so that the discipline moves beyond biostatistics into the realm of
biomedical sciences. Indeed, it has been argued that the relation of epidemiology to biostatistics is similar to that between physics and mathematics. In other words, the goal of cancer epidemiology is not only to describe the principal risk factors of various forms of cancer but to evaluate the compatibility of the risk profile of a particular cancer with alternative biologic hypotheses.

**Course structure**

In this section, we present an option for the structure of the course, which obviously can be adjusted to accommodate the experience, expertise, and style of the instructor, as well as the background, interest, and pace of the class.

**Session 1: review of biology**

It is usually useful to start a course on cancer epidemiology by reviewing principles of cancer biology. This is in most situations a very difficult session because some of the students may have a more solid understanding of biology than their teacher, while others will not be able to get an adequate grasp of the issues within two or three hours. It is advisable to request that, for the first session, students must have read a simple overview, such as the chapters on the origin of cancer (Ecsedy and Hunter 2008) and the genetic epidemiology of cancer (Haiman and Hunter 2008) from *Textbook of Cancer Epidemiology* (Adami et al. 2008), or chapters of similar content from several other excellent textbooks. Similar review articles frequently appear in journals addressed to educated but not specialized readership.

During the first and relatively long session, several issues need to be touched upon, because they need to be invoked during the teaching of cancer epidemiology. These are the monoclonal nature of most cancers; the importance of apoptosis in carcinogenesis; antigenic and biochemical differences between normal and cancer cells; in vitro transformation; the cell cycle and control points; genetic and epigenetic phenomena in carcinogenesis; stages of carcinogenesis, and experimental and epidemiologic evidence that cancer is a multi-stage process; chemical carcinogenesis; precarcinogens and ultimate chemical carcinogens; DNA repair deficiency; nature and mode of action of oncogenic viruses; oncogenes; chromosomal aberrations, including constitutional changes (e.g. retinoblastoma); heritability of cancer predisposition and chromosomal rearrangements; polymorphic systems and their potential importance in environmental carcinogenesis; immunologic phenomena in carcinogenesis; short-term in vitro tests for carcinogen detection; rodent and other animal bioassays for carcinogen detection; and limitations in the prediction of human carcinogens on the basis of in vitro tests and animal bioassays.
Biologic plausibility is essential for the interpretation of epidemiologic data. Two errors can be made in this context. The first is simply to ignore biology, while the second is to argue that something is biologically plausible simply because it is conceivable. For instance, the nature of prions was implausible but not inconceivable. In contrast, some epidemiologic theories should have been labelled as inconceivable as soon as it was recognized that they tend to contradict simple laws of physics or chemistry.

**Session 2: causality in cancer epidemiology**

The second session could be devoted to the use of epidemiologic methods in the documentation of cancer etiology. There are many excellent introductory and intermediate-level epidemiology books available. Comprehensive reviews with a special focus on cancer are also available from several authors (e.g. Lagiou et al. 2005; Lagiou, Trichopoulos, et al. 2007).

Because of the rising interest in the genetic epidemiology of cancer, a brief introduction into studies exploring the genetic origins of cancer is necessary. Here, the challenge is to provide a simple overview and to avoid confusing the students with the complicated terminology that permeates the genetic epidemiology literature. The outline indicated below relies on a relevant section by Lagiou, Trichopoulos, et al. (2007) from *The Cancer Handbook* (Alison 2007).

Two main types of epidemiologic studies are used for the identification of genes predisposing to cancer: genetic linkage studies and genetic association studies. Genetic linkage studies are generally undertaken in families with several cancer cases and rely on the principle that two genetic loci, or a cancer and a marker locus, are linked when they tend to be transmitted together from parent to offspring more often than expected by chance. Linkage extends over large regions of the genome and refers to a locus, rather than specific alleles in that locus, which can vary from family to family (Teare and Barrett 2005). Such studies have led to the identification of genes that have substantial impact on the occurrence of breast cancer and colorectal cancer, although such genes are generally rare.

Genetic association studies can be of either cohort or case-control design. They are frequently undertaken in the general population and are conceptually similar to traditional epidemiological investigations. The difference is, however, that instead of focusing on environmental factors, genetic association studies evaluate as ‘exposures’ specific alleles (rather than loci) of genetic polymorphisms, usually single nucleotide polymorphisms (SNPs). The specific alleles may be etiologically related to cancer or, much more frequently, very closely linked to the truly etiological allele, which may not be known. The actually
investigated allele and the true etiological allele are said to be in linkage disequi-
librium—that is, they are so closely linked that they tend to be inherited
一起。Linkage disequilibrium-based genetic association investigations
cover shorter genetic regions than linkage studies (Cordell and Clayton 2005;
Teare and Barrett 2005). Occasionally, however, the specific allele may be cho-
sen for study because it is thought to be involved in the etiology of the cancer
under investigation (e.g. a candidate gene). Many SNPs over large parts of the
genome, or even over the whole genome, may also be evaluated, with little or no
prior evidence that most of them are etiologically relevant or are in linkage dis-
equilibrium with etiologically relevant genes. Genetic association studies have
not been very successful to date in identifying genes or polymorphisms involved
in cancer etiology, possibly because the respective relative risks deviate very lit-
tle from the null value but also because the tools to examine alleles across the
genome simultaneously are only just becoming available (Wacholder et al.

Session 3: cancer incidence around the world

The third session should be devoted to an overview of cancer incidence around
the world. Data on cancer incidence from cancer registries have been regularly
published by the International Agency for Research on Cancer (IARC) in the
volumes Cancer Incidence in Five Continents (Curado et al. 2007) and are also
available online (Ferlay et al. 2010). A good approach is to present data from a
few, long-standing, well-functioning registries and to focus on major sites of
cancer, so as not to overwhelm the students with heavy and difficult-to-follow
tables. Such registries are available for Europe (Denmark (national) and Swe-
den (national)), North America (USA Surveillance Epidemiology and End
Results), and Asia (Osaka in Japan). The indicated registries cover, to a consid-
erable degree, the existing variation for cancers at different sites throughout the
world.

It appears preferable to present cumulative incidence rates that can be inter-
preted as probabilities and are usually expressed in percentages. The cumulative
incidence rates cover the age span 0–74 years and are easier to understand than
standardized incidence rates. Thus, many people are able to determine that the
cumulative incidence of breast cancer among Caucasian women in the US is
more than 10 per cent but is less than 5 per cent among women in China or
Japan. In contrast, few investigators, let alone students, are able to provide fig-
ures for the age-adjusted incidence of breast cancer in the US and China or
Japan. The students may be asked to attempt to explain the observed differ-
ences, and the resulting discussion is generally lively and occasionally quite
insightful.
Session 4: overview of cancer causation

The fourth session could cover the existing evidence on cancer causation. The teacher may first wish to present a table (Table 17.1) of some relatively common occupational agents that have been characterized by IARC as human carcinogens. It should be pointed out to students that many more occupational exposures have been characterized as established or probable human carcinogens but that these exposures are now well controlled in developed countries so that no more than 5 per cent of all cancer deaths are attributed to them. It is instructive to point out to the students that the success of epidemiology in identifying many occupational carcinogens is due to tragic natural experiments—exposure to very high concentrations of carcinogens in occupational settings in the past.

Table 17.1 Important occupational carcinogens.

<table>
<thead>
<tr>
<th>Occupational exposure</th>
<th>Cancer site</th>
<th>General population exposure</th>
<th>Main professions exposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arsenic</td>
<td>Lung, skin</td>
<td>Uncommon</td>
<td>Insecticide and herbicide sprayers; tanners</td>
</tr>
<tr>
<td>Asbestos</td>
<td>Mesothelioma, lung</td>
<td>Uncommon</td>
<td>Brake-lining, insulation, and demolition workers</td>
</tr>
<tr>
<td>Benzene</td>
<td>Myelogenous leukaemia</td>
<td>Common</td>
<td>Painters; distillers and petrochemical workers; rubber workers</td>
</tr>
<tr>
<td>Diesel exhaust</td>
<td>Lung</td>
<td>Common</td>
<td>Railroad and bus-garage workers; truck operators</td>
</tr>
<tr>
<td>Man-made mineral fibres</td>
<td>Lung</td>
<td>Uncommon</td>
<td>Wall and pipe insulation</td>
</tr>
<tr>
<td>Hair dyes</td>
<td>Bladder</td>
<td>Uncommon</td>
<td>Hairdressers and barbers (inadequate evidence for customers)</td>
</tr>
<tr>
<td>Mineral oils</td>
<td>Skin</td>
<td>Common</td>
<td>Metal machining</td>
</tr>
<tr>
<td>Non-arsenical pesticides</td>
<td>Lung</td>
<td>Uncommon</td>
<td>Sprayers; agricultural workers</td>
</tr>
<tr>
<td>Painting materials</td>
<td>Lung</td>
<td>Uncommon</td>
<td>Professional painters</td>
</tr>
<tr>
<td>Soot</td>
<td>Skin</td>
<td>Uncommon</td>
<td>Bricklayers; insulators; firefighters; heating-unit workers</td>
</tr>
</tbody>
</table>

Adapted with permission from D. Trichopoulos et al., ‘What causes cancer?’ Scientific American, p.84, Copyright © 1996 Scientific American, a Division of Nature America, Inc.
Table 17.2 presents the biologic agents characterized by IARC and the wider scientific community as carcinogenic. The teacher could indicate that infectious agents may account for up to 20 per cent of all cancer deaths in the developing countries, although much less in the developed ones. Aspergillus flavus is included in this category because it contaminates stored foods and produces the liver carcinogen aflatoxin.

Table 17.3 shows lifestyle factors, excluding nutrition, that have been established as human carcinogens. These factors account for about 25 per cent of all cancer deaths around the world; most of these deaths are due to tobacco smoking. Table 17.4 refers to the role of diet and related factors in the etiology of various forms of cancer (World Cancer Research Fund and the American Institute for Cancer Research 2007). There are no formal IARC evaluations for nutritional factors. Although case-control studies have provided evidence for an inverse association of vegetables and/or fruits with several forms of cancer, cohort studies have indicated considerably weaker associations (Hung et al. 2004; Potter 2005; Boffetta et al. 2010). At this point, the teacher could comment that it is not clear whether case-control studies suffer collectively from selection and/or information bias, or whether non-differential exposure misclassification in cohort studies, which usually rely on self-administered questionnaires, drives existing associations towards the null. Nevertheless, it appears that diet in adult life (as well as consequent body weight) is responsible for
Table 17.3  Lifestyle factors considered as carcinogenic in humans by the International Agency for Research on Cancer.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Cancer site</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smoking</td>
<td>Lung, urinary bladder, oesophagus, oral cavity, larynx, kidney, pancreas, liver, other</td>
</tr>
<tr>
<td>Passive smoking</td>
<td>Lung</td>
</tr>
<tr>
<td>Ethanol</td>
<td>Oesophagus, larynx, oral cavity, pharynx, liver, breast, large bowel</td>
</tr>
<tr>
<td>Betel chewing</td>
<td>Oral cavity</td>
</tr>
<tr>
<td>Ionizing radiation</td>
<td>Bone marrow and several other sites</td>
</tr>
<tr>
<td>Ultraviolet radiation</td>
<td>Skin, lip</td>
</tr>
</tbody>
</table>

Reproduced with permission from P. Lagiou et al., Causality in cancer epidemiology, European Journal of Epidemiology, Volume 20, Issue 7, pp. 565–74, Copyright © 2005 Springer.

Table 17.4  Risk implications for major forms of cancer by diet-related factors.*

<table>
<thead>
<tr>
<th>Cancer site</th>
<th>Vegetables/ Fruits</th>
<th>Meat (red)</th>
<th>Alcohol</th>
<th>Salt</th>
<th>Hot drinks</th>
<th>Height</th>
<th>Obesity</th>
<th>Physical activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mouth/pharynx</td>
<td>↓↓</td>
<td>↑↑↑</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nasopharynx</td>
<td>↓</td>
<td>↑↑</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oesophagus</td>
<td>↓↓</td>
<td>↑</td>
<td>↑↑↑</td>
<td>↑</td>
<td>↑↑</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stomach</td>
<td>↓↓</td>
<td>↑</td>
<td>↑↑</td>
<td>↑</td>
<td>↑↑↑</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large bowel</td>
<td>↓</td>
<td>↑↑↑</td>
<td>↑↑↑</td>
<td>↑↑↑</td>
<td>↓↓↓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liver</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>↑↑↑</td>
<td>↑</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gallbladder</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>↑</td>
<td>↑</td>
<td></td>
</tr>
<tr>
<td>Pancreas</td>
<td>↓</td>
<td>↑</td>
<td>↑</td>
<td>↑↑</td>
<td>↓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Larynx</td>
<td>↓↓</td>
<td>↑↑</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lung</td>
<td>↓↓</td>
<td>↑</td>
<td>↑↑↑</td>
<td>↑↑↑</td>
<td>↓↓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Breast</td>
<td>↓</td>
<td>↑↑↑</td>
<td>↑↑↑</td>
<td>↑↑↑</td>
<td>↓↓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Endometrium</td>
<td>↓</td>
<td>↑</td>
<td>↑↑</td>
<td>↑↑↑</td>
<td>↓↓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ovary</td>
<td></td>
<td>↑</td>
<td>↑↑</td>
<td>↑↑↑</td>
<td>↓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prostate</td>
<td>↓</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kidney</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
</tr>
</tbody>
</table>

* ↓↓↓ inverse association, ↓↓ probable inverse association, ↓ possible inverse association, ↑↑↑ positive association, ↑↑ probable positive association, ↑ possible positive association.

† Inverse among premenopausal women; positive among postmenopausal women.

about 15 per cent of all cancer deaths worldwide. This estimate does not include the consequences of excess energy intake and other factors in early life (Trichopoulos et al. 1996; Ahlgren at al. 2004; Lagiou, Adami, et al. 2007).

Medical products and procedures are responsible for about 2 per cent of cancer deaths worldwide but it is generally accepted that the effectiveness of these procedures outweighs their cancer risks. Three major categories of pharmaceutical agents are considered as increasing cancer risk: cancer therapeutic drugs, immunosuppressive drugs, and exogenous hormones. Among the iatrogenic processes that increase cancer risk, one also needs to consider radiotherapy. With respect to exogenous hormones, it should be taken into account that they may increase the risk for some cancers while decreasing the risk for others. For instance, oral contraceptives reduce the risk for ovarian cancer but may slightly increase the risk for breast cancer.

The teacher must stress that there are endogenous factors that affect cancer risk; some of these factors are already known but others are unknown, and many are uncontrollable. Reproductive factors are of critical importance for breast, ovarian, and endometrial cancers, whereas sexual activity is an important risk factor for cancer of the cervix. Perinatal factors, and particularly early growth, may affect the risk of several forms of cancer, perhaps by modulating the number of susceptible stem cells. Finally, two categories of genes need to be considered: major genes, frequently dominant with high penetrance, like \textit{BRCA1} and \textit{BRCA2}, which may be responsible for less than 5 per cent of all cancer deaths; and genetic polymorphisms that are likely to interact with a wide range of environmental factors in the causation of an unknown but probably more substantial proportion of cancer cases and deaths worldwide. Students should appreciate that natural selection tends to limit the prevalence of powerful cancer-causing genes much more than it affects the prevalence of interacting alleles in polymorphic systems.

Table 17.5 shows the estimated proportions of worldwide cancer deaths that may be attributed to environmental factors (data from the 2000s). Students should be aware that attributable fractions are, in general, non-additive because several etiologic factors act synergistically. Some teachers may wish to conclude the session by pointing out the dominant role epidemiology has played in the identification of most causes of cancer and by also discussing the fact that, for a fraction of all cancers, the causes may never be identified or may turn out to be unavoidable, possibly because they are intimately linked to natural growth phenomena.

\section*{Session 5: liver cancer}

No other cancer epidemiology is as intriguing to students as that of liver cancer. Although rare in developed countries, liver cancer is very common in
CANCER EPIDEMIOLOGY

sub-Saharan Africa and South East Asia, areas of the world which young, motivated students are interested in and care about. It is also the first major human cancer to be identified as having a dominant viral etiology. Preventive medicine is of particular importance for liver cancer, because this cancer is frequently incurable but largely preventable with current knowledge and technology. As far as teaching is concerned, the discovery of the causes of liver cancer is an ideal example for the demonstration of use of epidemiologic methodology for the identification of cancer causes. The discovery of the etiologic role of hepatitis B virus (HBV), in particular, has followed an epidemiological textbook sequence, from case reports and geographical observations to case-control studies and cohort investigations.

Students should learn that primary liver cancer is distinguished into three histological types: the by far most common hepatocellular carcinoma, the rare cholangiocarcinoma, and the very rare angiosarcoma. The distinction is crucial because the three histological types have distinct etiologies. For hepatocellular carcinoma, the established causes are HBV, the hepatitis C virus (HCV), aflatoxins, alcoholic and other forms of cirrhosis and, convincingly, although not widely appreciated, tobacco smoking. For cholangiocarcinoma, the recognized causes are *Opisthorchis viverrini* and perhaps *Clonorchis sinensis*, both of which are flukes prevalent in South East Asia. Last, for angiosarcoma, thorotrast, vinyl

---

**Table 17.5** Maximal potential reduction of cancer mortality in the world by categories of factors.

<table>
<thead>
<tr>
<th>Factor or category of factors</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tobacco</td>
<td>25</td>
</tr>
<tr>
<td>Alcohol</td>
<td>3</td>
</tr>
<tr>
<td>Diet in adult life (including obesity)</td>
<td>15</td>
</tr>
<tr>
<td>Excess energy intake in early life</td>
<td>5</td>
</tr>
<tr>
<td>Food additives and contaminants</td>
<td>1</td>
</tr>
<tr>
<td>Sedentary life</td>
<td>2</td>
</tr>
<tr>
<td>Infectious agents</td>
<td>20</td>
</tr>
<tr>
<td>Reproductive factors</td>
<td>4</td>
</tr>
<tr>
<td>Ionizing and ultraviolet radiation</td>
<td>2</td>
</tr>
<tr>
<td>Occupational factors</td>
<td>5</td>
</tr>
<tr>
<td>Environmental pollution</td>
<td>3</td>
</tr>
<tr>
<td>Medical products and procedures</td>
<td>2</td>
</tr>
</tbody>
</table>

chloride monomer, inorganic arsenic, and androgenic anabolic steroids are considered to be causes.

The teacher should structure the presentation on the basis of a particular text that reflects his/her own style and expertise. The chapter by Stuver and Trichopoulos (2008) on liver cancer is a useful source.

**Session 6: lung cancer**

Lung cancer in relation to smoking has been traditionally used as a teaching example in epidemiology. Most students, however, consider the topic somewhat boring. The teacher may reinstate their interest if the problem is presented as follows: at least half and perhaps two-thirds of the lung cancer cases around the world are caused by smoking. However, until the smoking epidemic is controlled, it would be of interest to know who among the smokers are likely to develop lung cancer and why some of the non-smokers end up developing the disease. It is also a surprise for many students to realize that lung cancer among non-smokers is a problem of comparable magnitude to that of cancer of the pancreas or ovary.

Introduction of the descriptive epidemiology of lung cancer is facilitated by presenting the figures regularly produced by the American Cancer Society and published every year in the January issue of *CA: A Cancer Journal for Clinicians* (e.g. Siegel et al. 2013). These figures effectively convey the magnitude of the lung cancer problem in developed countries, in which more than a quarter of cancer deaths among men and almost one-fifth of cancer deaths among women are due to lung cancer (American Cancer Society 2011).

The evidence linking tobacco smoking with lung cancer can be a fascinating story, going through population correlations to case-control investigations and major cohort studies. Invocation of experimental evidence and molecular discoveries can further enrich the presentation. Although everybody knows that smoking causes lung cancer, many aspects of this relation and the methodological twists that were required for their identification are rich teaching material. Among the issues to be addressed are the comparative lung carcinogenicity of cigarettes, pipes and, cigars; the modifying effects of inhalation; the variable lung cancer risk in relation to number of cigarettes smoked and mouth-keeping time; the substantially higher risk among early starters of this habit; the disproportionally high effect of duration of smoking on lung cancer risk; and the consequences of the introduction of low tar and filter cigarettes, as well as e-cigarettes. This session can be concluded by pointing out the success, however limited, of smoking cessation. For more advanced classes, the teacher can indicate to the students how the exposure–response patterns between smoking and lung cancer risk have contributed to
the estimation of the tobacco initiation and tobacco cessation lung cancer latencies; the multiple stages of the lung cancer carcinogenesis; the absence of a threshold in the exposure–response curve; and other subtle and intriguing issues.

Although invocation of smoking is a reflex in lung cancer epidemiology, the teacher should also point out that many occupational carcinogens have the lung as their target. Among them, asbestos, radon, and polycyclic aromatic hydrocarbons are of major and continuing interest. In the context of ionizing radiation effects, it is useful to present the comparative risks of alpha particles, beta particles, and gamma radiation as a function of their relative biologic effectiveness. Although occupational causes of lung cancer have been well documented in the context of the conditions prevailing in factories of developed countries several years ago, they collectively explain now a small and declining proportion of lung cancer cases. In contrast, the effect of a factor of potential importance for a non-negligible fraction of lung cancer cases has remained undocumented. This is air pollution, the prolonged exposure to which is very difficult to measure accurately. The conflicting evidence from ecologic and analytical epidemiologic studies, together with the biologic plausibility of an effect of air pollution on lung cancer risk, creates a rich but complex field for methodological explorations and biologic considerations.

There is evidence that intake of fruit and vegetables may reduce the risk for lung cancer but attempts to attribute this effect to vitamin A and beta-carotene have failed. Randomized trials have not supported a beneficial effect of micronutrients hypothesized to protect from lung cancer on either epidemiologic or biomedical evidence. This raises the issue of limitations in extrapolating from foods to nutrients.

The relation of passive smoking to lung cancer risk also needs to be considered. The epidemiologic evidence linking passive smoking to lung cancer risk points to a weak positive association. However, because smoking is an established carcinogen and there is no threshold in the exposure–response association between smoking and lung cancer risk, it is reasonable to assume that passive smoking affects lung cancer risk. Whether the excess risk for lung cancer among individuals exposed to environmental tobacco smoke (ETS) is 30 per cent or higher than that in individuals not exposed to ETS has been the subject of an interesting controversy involving both epidemiologic evidence and biomedical plausibility.

The chapter on lung cancer by Boffetta and Trichopoulos (2008) is a useful source of information for a prospective teacher but there are many other good reviews of lung cancer epidemiology and etiology (Schottenfeld and Fraumeni 2006).
Session 7: breast cancer

After the presentation in distinct sessions of two success stories of epidemiology with respect to liver and lung cancer, the teacher should share with students the reality of failure, all too frequent in real life. Indeed, given the overall stability or even increase of breast cancer incidence rates over time around the world, it would be difficult to disagree with the statement that, although abundantly funded, breast cancer research has not produced sufficiently useful results for the primary prevention of the disease. Because the overall situation is at present so fluid, teachers generally follow the approach they feel more comfortable with. The approach presented in this section reflects, to a certain extent, the context in which the authors of this chapter are currently working, which may or may not be similar to the context in which other investigators are working.

Established breast cancer risk factors

The epidemiology of breast cancer has been reviewed by many investigators, and the following risk factors are generally recognized (Hankinson et al. 2008):

◆ breast cancer is about 100 times more common among women than among men;
◆ the incidence of breast cancer increases with age, with a characteristic inflection around the age of menopause;
◆ early age at menarche is associated with increased breast cancer risk;
◆ early age at menopause is associated with reduced breast cancer risk;
◆ for a given age, a surgically induced menopause conveys more protection than a naturally occurring one;
◆ the earlier the age of the first full-term pregnancy, the lower the risk for breast cancer (subsequent full-term pregnancies have a similar but quantitatively much weaker effect);
◆ after the age of approximately 35 years, the occurrence of a first pregnancy increases rather than reduces breast cancer risk;
◆ prolonged lactation conveys some protection against breast cancer risk over and beyond that conveyed by increased parity (although the effect is fairly small);
◆ height is positively associated with breast cancer risk;
◆ obesity is inversely related to breast cancer risk among premenopausal women but positively related among postmenopausal women;
◆ the risk of breast cancer is threefold higher for Caucasian women in Europe and North America than for women in eastern Asia;
the risk indicated by a high-density mammogram is almost fourfold higher than that indicated by a low-density mammogram;

breast cancer tends to be slightly more common among women of higher socio-economic status and among urban rather than rural residents;

major genes that convey increased susceptibility to breast cancer have been identified but such genes are responsible for less than 10 per cent of breast cancer cases overall;

current or recent use of oral contraceptives slightly increases the risk for breast cancer;

current or recent use of long-term combined hormone-replacement therapy increases the risk for breast cancer;

ionizing radiation is an established cause of breast cancer but of limited quantitative importance;

consumption of alcoholic beverages slightly increases breast cancer risk;

adult life diet and physical activity have some, albeit limited, effect on breast cancer risk; and

there is no compelling evidence that exposure to organochlorines or electromagnetic fields affects breast cancer risk.

An etiologic model

A synthesis of existing evidence about breast cancer has led to the formulation of a hypothesis with three key components (Trichopoulos et al. 2008):

1. the likelihood of breast cancer occurrence depends on the number of mammary tissue-specific stem cells, a number which is determined early in life, notably in utero or in the immediate postnatal life;

2. in adult life, all growth-enhancing mammotropic hormones, in conjunction with their receptors, affect the likelihood of retention of cells with spontaneous somatic mutations, as well as the rate of expansion of initiated clones; and

3. while a pregnancy stimulates the replication of already initiated cells, it conveys long-term protection through the terminal differentiation of a large fraction of the mammary tissue-specific stem cells.

The etiologic model outlined above does not contradict any of the hypotheses that are currently dominant and is a synthesis rather than an original construct. Its advantage in a teaching process is that it provides biologic underpinnings for the whole spectrum of empirical evidence and specifies targets for refutation, in line with the mainstream Popperian approach.
Session 8: diet and cancer

Cancer epidemiology has been generally successful, from the discovery of tobacco smoking and HBV as the most important causes of two common forms of cancer, to the identification of asbestos and several other carcinogens in various occupational settings. This has created optimism in the scientific community and the general public about the prospects of clarifying the role of nutrition in the etiology of several cancers. However, in these successful efforts, epidemiologists were trying to assess the effects of single, easily identifiable factors. Furthermore, these effects were large in the relative sense, either inherently (HBV) or because the exposure levels in particular settings were extreme (asbestos in insulation workers). In contrast, it is difficult to assess nutritional factors over a long period of time, it is difficult to determine the relative importance of food items, food groups, particular nutrients, and nutritional patterns, and the relative risk associated with any particular nutritional factor is likely to be small (extreme contrasts can be found only with respect to supplemental micronutrients). Nevertheless, for several common cancers, the large interpopulation variation or evidence from migration studies cannot be attributed to genetic factors or accounted for by other established environmental factors or personal attitudes.

In the session dedicated to the nutritional epidemiology of cancer, the emphasis should be on the methodological complexities of epidemiologic studies in this field. The validity of long-term diet ascertainment is known to be limited. This has long been recognized but it has usually been assumed that it would generally lead to findings indicating that there are no associations, when actually there may be real associations, albeit small ones (false-negative results). However, given the extensive intercorrelation between food items and food groups, extensive mutual confounding should also be expected, and residual confounding can cause both false-negative and false-positive results. Furthermore, even without confounding, extensive misclassification can reduce the statistical power to such an extent that the predictive power of a particular ‘positive’ finding will be low. The situation can be further complicated when the latencies of particular nutritional factors are different or operationally non-definable, or when thresholds must be invoked.

Another complex issue focuses on the components of variability of particular nutritional intakes (intra-individual, inter-individual, and time-dependent variability). Important work has been undertaken in this field (Willett 2013) but many problems remain unresolved. Additional complexity is introduced by the dependence of the relative risk associated with a particular nutritional factor on the presence of other nutritional component causes in the same or in different etiologic complexes.
Current knowledge on the nutritional etiology of human cancer has been carefully compiled and summarized in a large volume that has been prepared by the World Cancer Research Fund and the American Institute for Cancer Research (2007). This is a reference book but it also provides summary tables for nutritional factors in the etiology of various forms of cancer.

**Session 9: a flexible session**

The seventh session may be a flexible one and depends on the background and interest of the students. If several students have had difficulty in following the course, the session could be dedicated to reviewing the material covered, enriched with additional methodological issues or substantive information.

For students who are interested in methodology or have a strong background in physics, it might be useful to consider the evidence concerning the undocumented carcinogenicity of extremely low frequency magnetic fields and radiofrequencies. In this area the empirical evidence is conflicting but the methodological issues are of particular interest because they emerge from efforts to distinguish between null effects distorted by chance, confounding, and bias, and weak effects attenuated by poor exposure ascertainment and latency mis-specification.

For students with a strong background in biology, it might be preferable to discuss the epidemiology of colorectal cancer, because several epidemiologic findings are well documented and there is also an adequate understanding of the molecular events that underlie the natural history of this cancer (Vogelstein and Kinzler 2004). A useful reference is the relevant chapter by Potter and Hunter (2008) or the corresponding chapter in the book edited by Schottenfeld and Fraumeni (2006).

Another alternative is to discuss the epidemiology of prostate cancer, a tumour about which little is known and for which study design issues are complicated by the expanding use of screening for prostate-specific antigen (PSA) and by the large fraction of cases in which the histologically indistinguishable disease tends to remain latent and subclinical.

**Session 10: occupational cancer**

The epidemiology of occupational cancer is a topic rich in substantive knowledge. Indeed, most established causes of cancer have been identified through epidemiologic studies done in settings where extremely high exposures have generated very high excess risks for specific forms of cancer. It is again advisable to devote most of the available time to methodological issues and discuss only briefly the principal occupational carcinogens and their associated cancers, as indicated, for example, in Table 17.1.
Since the documentation of particular agents, mixtures, or processes as carcinogenic has mostly relied on tragic ‘natural experiments’, it is useful to compare genuine experimental studies in laboratory animals with observational studies involving humans and being harvested by occupational epidemiologists. The advantages of animal experiments are the detailed definition of exposure and of possibly interacting factors; the careful establishment of the outcome; the free use of randomization, with fewer methodological concerns and less strict ethical constraints; and the exploitation of animal inbreeding that tends to produce animals that are genetically susceptible, as well as of a similar genetic background, and thus have a smaller response variability than human populations. Against these advantages, animal experiments also have considerable disadvantages. Because the animal populations cannot be very large, exposures have to be unrealistically high, a condition which further complicates the already substantial biologic barriers for interspecies extrapolations.

Most studies of occupational epidemiology are by definition relevant to humans, except when working conditions have changed so rapidly and so substantially as to make the results of early occupational epidemiologic studies irrelevant to current conditions, mainly because of different orders of magnitude in exposures. However, occupational epidemiologic studies are not as straightforward as they are generally thought to be for various reasons:

- occupations appear and disappear, work tasks change and are often not comparable over time or between countries, and there may be questionable correspondence between occupational titles and actual exposures;
- it is difficult to know whether short-term peaks or time-weighted averages are more important;
- there may be limited comparability between exposed and non-exposed individuals, particularly when an outside population is used for the calculation of expected cases;
- outcome data may be of questionable quality or limited to death certificates;
- information on confounders, except gender and age, is usually missing; and
- actual measurements of the exposures under consideration are rarely available, so duration of exposure is used as a proxy for exposure quantification—in this instance, time is used in at least two different ways: one for estimating cumulative exposure level, and another for estimating the total person-time at risk.

Given the complexity of these issues and the considerable obstacles in undertaking a sound epidemiologic study, it may be surprising that occupational
epidemiologic studies have been so successful. This is for two reasons: (1) the effect estimate (e.g. relative risk) is so high as to override any concern about confounding and bias, and (2) the carcinogenic effect is so specific as to leave very little doubt about the underlying validity (e.g. the causation of mesothelioma after asbestos exposure is very difficult to explain in terms of confounding and bias).

Several other methodological issues need to be addressed even in a medium-level course. The student should understand that retrospective cohort studies with internal or external comparison groups are, in most instances, the only realistic option for the calculation of relative risk. Students should also be warned that confounders, beyond age and gender, can rarely generate confounding rate ratios of more than 1.5.

Occupational epidemiology provides the best context for learning the applicability and the interpretability of exposed attributable risks (or rates) and for understanding the legal implications of an exposed attributable risk of higher than 2.0 (it is more likely than not that a particular exposure was the cause of the relevant outcome in an exposed person, given the baseline risk of 1.0). The student should also recognize that, although risk ratios and exposed attributable risks (or rates) can be estimated in retrospective cohorts, this design can rarely generate population-attributable risks (or rates), because the latter effect parameter requires an unbiased estimate of the exposure prevalence.

The issue of the proportion of cancer cases in a population that can be attributed to occupational exposure has been estimated in developed countries to be around 5 per cent. It may be smaller, however, because conditions in the workplace improve over time in most countries. It may also be higher if occupational carcinogens have not been identified because the hazard has been unsuspected, the relative risk (or rate ratio) is small, there are few exposed individuals in relevant working places, and/or the latency of the particular cancer is long. Little is known about occupational cancers in developing countries.

The epidemiology of occupational carcinogenesis is a complex topic, mainly because time is considered in several dimensions but also because the quality of data is rarely satisfactory. The students should realize that relative risks below 1.5, when generated from inherently poor studies, should be interpreted with caution. They should also realize that, whenever they accept an unsubstantiated elevated risk at face value because workers should have the benefit of the doubt, they may actually harm them by failing to identify the true cause of the excess risk.

In addition to several excellent textbooks, useful reviews have also been published on this topic (Boffetta 2004; Siemiatycki et al. 2004).
Session 11: screening for cancer

Whatever the duration and the content of a cancer epidemiology course, it is proper to conclude it with the principles of screening. Screening is an unusual process in that it philosophically belongs to prevention and methodologically relies on epidemiology but cannot be implemented without some form of effective intervention which has the hallmarks of therapeutic activity. Screening is in the epicentre of all secondary prevention activities, although, when screening is focused on risk factors, it may also be thought of as a primary prevention process. Screening activity has been defined as the presumptive identification, with simple means, of those among healthy people who are likely to be diseased. The screening activity should not be confused with the screening test, which is simply a test that is applied without clinical indication. Screening activity should also be distinguished from the timely recognition of cancer symptoms or signs, which is a manifestation of good clinical practice and has as an objective the recognition of cancer at an earlier but already clinical stage.

The philosophy of screening can be operationalized by invoking the concept of the critical point. The critical point is that point in the natural history of cancer beyond which the disease becomes essentially uncontrollable; for example, because metastases have taken root. If the critical point is beyond the time of usual clinical diagnosis, there is no reason for screening because the disease can be effectively treated even after the appearance of clinical disease, for example, non-melanoma skin cancer. Screening is also pointless when the critical point occurs before the screening-generated diagnosis, as, for example, with respect to hepatocellular carcinoma. In contrast, screening is valuable when clinical diagnosis occurs after the critical point, whereas screening diagnosis may take place before that point. The latter situation exists for screening of colorectal, cervical, and breast cancer. Indeed, in about 20 per cent of breast cancer cases, the critical point appears to lie between the point of clinical diagnosis and the point of screening diagnosis, so that one-fifth of women may be effectively treated with proper application of screening procedures.

Application of screening requires some conditions that are linked to the disease under consideration, the available screening test, and the overall organization of the screening programme. The disease under consideration should be frequent, sufficiently serious, and have a detectable preclinical phase during which the critical point is frequently located. The screening test has to be simple, quick, inexpensive, safe, and acceptable to the population and it should be characterized by high repeatability as well as high validity, the latter requiring high values of both sensitivity and specificity. Finally, a crucial programme condition is that the detectable preclinical phase of the disease under consideration...
should have a relatively high prevalence. This is because, for given values of sensitivity and specificity of a test, the prevalence of the detectable preclinical stage is a crucial determinant of the all-important positive predictive value of the test under the programme conditions. Programme conditions also include the compliance of the population, the availability of resources, and a competitive cost–effectiveness ratio.

For the evaluation of a screening programme, there are several necessary but not sufficient criteria, including the yield of preclinical cases and prognostic indicators, such as the stage distribution and the fatality of the screening-detected disease. Shifting the stage distribution to the left and reducing the fatality ratio of screening-detected cancer cases are necessary but cannot in themselves document the effectiveness of a screening programme. To establish this, the mortality rate from the disease under consideration needs to be reduced, because neither lead time bias nor length time bias, the two biases that compromise the prognostic indicators, can possibly affect mortality.

Only mortality rate is a valid outcome, but a valid design is also needed to generate a sound outcome. This requires randomization of the total population, because non-random distribution carries the risk of bias generated by the tendency of screened volunteers to have a favourable cancer stage distribution, quick response to disease warnings, and good compliance.

Most students already have some knowledge of the principles underlying screening for cancer, so that the session on screening is, in terms of topic complexity, a decrescendo. It should be made clear to students, however, that screening is one of the most complex medico-social undertakings and that those who want to specialize in the epidemiologic aspects of screening should be ready for major intellectual challenges.

For an introductory session of cancer screening, one may wish to look at some early writings (Morrison 1992) and at the relevant chapters of the textbook by Schottenfeld and Fraumeni (2006).

**Assessing students’ achievements**

A series of multiple-choice questions distributed to the students for self-evaluation after, say, the fourth, sixth, and eighth sessions and subsequently discussed in class serves three purposes:

- it allows the instructor to assess and adjust the pace of the course;
- it allows students to evaluate their progress; and
- by repeating the material covered, it refreshes knowledge and facilitates understanding.
A subsample of the multiple-choice questions, perhaps ten questions out of a total of between sixty and one hundred, may be given to the students during the final examination, which may be oral or written.

**Have the objectives of the course been met?**

At the end of the course the students should be able to answer questions like the following:

- What are the principal stages in the natural history of neoplasias? (Initiation by genotoxic agents, promotion by conditions that favour cellular multiplication, progression under the influence of factors frequently involved in normal processes.)

- Which type of oncogenic virus is intimately linked to oncogenes? (RNA viruses.)

- Which is the common characteristic of infectious agents that are carcinogenic to humans? (They cause chronic infection.)

- Which characteristic makes a form of radiation definitely carcinogenic? (Ionization.)

- Which forms of cancer have clear long-term trends? (Stomach cancer is decreasing in both genders, melanoma is increasing in both genders, etc.)

- Why is a causal factor ranked differently depending on the use, as a criterion, of the relative or the population-attributable risk? (Prevalence of exposure matters only for attributable risk.)

- Why is the incidence of lung cancer among women in some populations lower among people older than seventy years than among younger people? (Cohort or generation effect.)

- Do sophisticated statistical techniques always remove confounding? (No, because confounders may be unknown or poorly measured.)

- Can the very high mortality rate from AIDS in some African countries reduce age-adjusted cancer mortality rates in these countries? (No, because, as a rule, rates do not compete.)

- Can the very high mortality rate from AIDS in some African countries reduce the risk for dying from cancer in these countries? (Yes, because risks do compete.)

- Can magnetic fields cause cancer as initiators or as growth enhancers? (Impossible as initiators, conceivable but implausible as growth enhancers.)

- Which epidemiologic design is usually more appropriate for the documentation of the carcinogenicity of a particular occupational exposure?
CANCER EPIDEMIOLOGY

(Retrospective cohort study of a special exposure group with an internal reference group.)

◆ Which prognostic indicator is appropriate for the evaluation of a randomly allocated screening programme? (None, because of lead time bias and length time bias.)

◆ What are the most important achievements in cancer epidemiology? (Smoking and lung cancer, hepatitis viruses and liver cancer, occupational carcinogens, etc.)

Cancer epidemiology is a relatively young discipline that was mostly developed after the Second World War. Although, it has made major contributions, the remaining challenges are enormous. Teaching and studying this discipline are particularly rewarding because, in addition to sharing and advancing knowledge on the specific topics, such activities contribute to the understanding and development of epidemiologic methodology.
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Chapter 18

Teaching a course in psychiatric epidemiology

Rebecca Fuhrer and Kelly K. Anderson

Introduction to teaching a course in psychiatric epidemiology

The present chapter is intended to serve as a guide for developing a course in psychiatric epidemiology; that is, epidemiological methods applied to the study of psychiatric disorders rather than the epidemiology of specific psychiatric disorders. Methodological issues particularly relevant for these pathologies are emphasized, leaving the delineation of the substantive content of different mental disorders to the instructor’s interests and expertise. This course does not need to assume prior training in psychiatry or psychopathology and can be oriented to students at different educational levels. It is expected that students enrolled in this type of course have an interest in medicine, psychology, or public health.

The epidemiology of psychiatric disorders covers the same methods as the epidemiology of other diseases but has additional methodological challenges that need to be made explicit from the outset (Tsuang and Tohen 2002; Susser et al. 2006). These are relevant at the design, analysis, and interpretation phases of epidemiological research. References to epidemiological studies of specific pathologies are included that are particularly illustrative of certain important methodological points. The evolution of research in this application of epidemiology should be reviewed first, followed by methodological issues that have been the focus of research in psychiatric epidemiology. These include measurement (i.e. case definition and case identification), psychometric properties, study design and samples, and theoretical models of environmental and genetic origins of psychopathology. Methodology can be taught in a general course but should be reinforced in the context of this area of application. The subject matter is best communicated in the context of small classes or seminar groups, where there is active teaching for approximately half the session and then interactive exchange based on the taught material and critical analysis of well-selected published work or case studies (Prince et al. 2003).
Psychiatric epidemiology has evolved rapidly in the second half of the twentieth century (Fuhrer and Robins 2007). Earlier work in this field relied on data from mental health providers and facilities, and the limitations of these sources should be explained. Subsequent research endeavours, often community based, frequently defined psychopathology along a continuum from impairment to mental health (Hollingshead and Redlich 1958; Srole et al. 1962). The emphasis then shifted to rates of specific diagnoses in community-based samples using clinical diagnoses at first (Hagnell 1966) and then structured interviewing methods with clinicians (Leighton et al. 1963) and lay interviewers (Eaton and Kessler 1985), with and without computer-assisted technologies. These various methodologies should be contrasted for the student to gain an understanding of the strengths and weaknesses of each approach. Furthermore, studies in children and adolescent samples have increased considerably, with case definition and identification having their own challenges. Finally, longitudinal studies, birth cohort studies, case registries, and administrative databases are increasingly being used for these purposes.

While the number of researchers in psychiatric epidemiology has grown, the ‘workforce’ remains limited when compared to those working in the fields of cancer or cardiovascular diseases, despite the magnitude of the frequency of the disorders, their impact on quality of life, health services utilization, and economic burden. The level of epidemiological literacy among psychiatrists varies and there are few training programmes that are specifically oriented towards psychiatric epidemiology. The potential usefulness of this approach is often insufficiently addressed during clinical training and, if the students are primarily clinicians, the relevance of epidemiology to clinical practice needs to be discussed.

Teaching objectives

The course can be oriented towards two types of students. The first group would consist of students with a background and training in psychiatry, psychology, or some other mental health specialty. For these students, the instructor would focus more on bringing the methodological issues to bear on the analysis and interpretation of scientific reports. The students should come away from such a course with a sound ability to critically analyse study designs and instruments. Ideally, they should be able to design a study to respond to a specific hypothesis, and be able to discuss the constraints that their study has to incorporate, as well as the resultant limitations of their findings. Although this group would be knowledgeable about psychiatric and psychological disorders, some emphasis should still be placed on diagnostic entities in both
The second group of students would consist of general epidemiology students, be they general medical students, established physicians, or other students with public health interests. They would differ from the first group in that they would be lacking expertise in and substantive knowledge of psychiatric disorders; as a result, the instructor would wish to spend some additional time teaching the general notions of psychopathology, different theories of etiology, the symptomatic and diagnostic terminology, and treatment options and efficacy. The students would also need to learn about the prevalence and known risk factors for various mental disorders, in part so that they understood the magnitude and relative importance of this category of health problems. This type of course would need more sessions in order to meet its objectives, with the psychological and psychiatric content taught in a lecture format, complemented with the methodological content as described above.

**Teaching content**

The general topics of epidemiology, methods, and analysis are covered elsewhere in this volume. Although students may come to such a course with no prior experience or knowledge of psychiatric disorders, the instructor should keep in mind that notions of mental health and mental illness are part of the general culture. Everyone may think they know what ‘depression’ is; however, this conception of depression will not necessarily be the same as depressive disorders that will be seen by clinicians or identified in epidemiological studies. These general notions need to be discussed and the discussion used as a stepping stone to a scientific approach to the definition of pathology (Wing et al. 1981; Dohrenwend 1990; Wittchen et al. 1999).

A course in psychiatric epidemiology would do well to include some discussion on a general definition of psychopathology, as well as to call attention to topics covered in this chapter, such as case definition, measurement, and study design, that are important to the conception, execution, and interpretation of epidemiological studies in psychiatry (Tsuang and Tohen 2002). If the focus of the course is the epidemiology of psychiatric disorders, presentation of epidemiological data should be reviewed while emphasizing the methodological innovations and/or shortcomings that have contributed to that knowledge (Robins and Regier 1991). An introductory course would do well to include several different types of psychopathology. The following mental disorders, and associated references, provide good teaching material: psychotic disorders such as schizophrenia, for which there is some controversy about frequency and
stability in occurrence across cultures and time (Sartorius et al. 1986; McGrath 2007); affective disorders such as depression, which are frequent (with a rate of occurrence that is hypothesized to be increasing) and have diverse etiologies, including genetic factors (Tsuang and Tohen 2002); and a developmental disorder such as autism, for child psychiatry (Newschaffer et al. 2007).

The issues raised in this chapter are not necessarily unique to psychiatry but partially reflect the current state of knowledge about psychopathology whenever studies are conducted and the concomitant problems of diagnosis and disease classification. Psychiatric epidemiologists often focus on the identification of risk factors, a prerequisite to the determination of causal relationships; many scholars in this field also address secondary prevention via earlier detection and intervention. Once risk factors are identified, other scientific methods of enquiry, as well as epidemiology, can be employed to understand the specific mechanism(s) associated with the increased risk and thereby demonstrate whether a statistical relationship may be shown to be a true cause. However, the instructor should also focus on the fact that knowledge about risk factors can be useful in and of itself, for planning of treatment facilities and for preventive measures.

Measurement issues

For students with knowledge and training in psychiatric disorders, the following topics can be covered by focusing more on the lack of consensus and issues of diagnostic reliability (Susser et al. 2006). These points should be highlighted, as most clinical psychiatrists and mental health providers believe that there is diagnostic agreement and are surprised to observe the contrary when studies demonstrating differences are presented. The instructor must stress that, without diagnostic consensus, all estimates and associations are erroneous at worst, or attenuated at best. Furthermore, it is important to differentiate diagnostic accuracy for clinical and treatment purposes, in contrast to research purposes (Regier et al. 1998).

Case definition

The indices that are usually employed in epidemiology—prevalence and incidence—are based on the assumption that every individual can be classified according to a dichotomous variable: case or not. This implies that the boundary between the normal and the pathological can be distinguished with a sufficiently high level of accuracy. In psychiatry the validity of the definitions used is more questionable than in other fields of medicine and reflects the limits of current theories of psychopathology. Unlike other branches of medicine, psychiatry presently has no external criteria that can be used to verify clinical
judgements; a ‘gold standard’ does not exist. Thus, a definition of a disease or disorder can only be arrived at by consensus.

There are two types of approaches to classification of a case: one is the categorical approach and the other is the dimensional approach. The categorical approach defines psychopathology in a way that results in presumably discrete diagnostic entities. Important examples of the categorical approach are the manuals of disease classification. A widely used system for classifying psychiatric disorders is the International Classification of Diseases (ICD; World Health Organization 1992). Psychiatry is the only medical specialty for which a glossary exists that defines each diagnostic category, including guidelines for arriving at a diagnosis. The use of this manual parallels the American experience with the DSM system, which is based on the Diagnostic and Statistical Manual of Mental Disorders (American Psychiatric Association 2013) and is the classification and coding system used primarily in the US. The instructor should stress the multiaxial classification system of the DSM that allows the clinician to evaluate and record information that may be of value in diagnosis, in planning treatment, and in predicting outcome. At present in epidemiology little usage has been made of the axes that evaluate severity and psychosocial functioning.

The use of diagnostic criteria is important because it enhances diagnostic concordance, or reliability, a problem that has always been particularly acute in psychiatry. The advantages and drawbacks of these systems should be addressed and students must be reminded that the usefulness of the categorical approach to case definition in general population studies is uncertain, because the diagnostic nomenclatures were mostly developed from experience with populations that seek care, especially hospital and specialist care. Attention should be drawn to several papers that have evaluated the use of these definitions in community surveys and have found discrepant findings between who is judged to be a ‘psychiatric case’ (Brugha et al. 1999). Such definitions may not be appropriate for individuals whose configuration of symptoms and signs may differ in terms of duration, co-occurrence, intensity, and impairment. The National Comorbidity Survey in the US attempted to resolve the case definition problem by allowing multiple diagnoses if the criteria were met (Kessler et al. 2003). They obtained high rates of disorders, both for individual disorders and for comorbidity. This could be interpreted as being accurate or that there are multiple manifestations of the underlying constructs and that separating them into several pathologies is artificial.

The challenges associated with changing diagnostic criteria should also be addressed. At the time of writing, the fifth edition of the DSM is currently undergoing field trials, and the eleventh revision of the ICD is in progress (estimated release date 2015). Such revisions to the criteria required for diagnosis
and expansions or restrictions in diagnostic thresholds will substantially impact case ascertainment. For example, each iteration of the DSM has resulted in an increased number of diagnostic categories, more than tripling from the first edition of the DSM (DSM-I) published in 1952 to the fourth edition (DSM-IV) published in 1994 (Double 2002). Given that the revisions are often made in an effort to improve the sensitivity or specificity of a diagnosis, this will have important implications for estimates of the incidence and prevalence of psychiatric conditions. This is especially important to consider for longitudinal studies that span several decades, as well as for the comparability of obtained estimates across different jurisdictions and time periods. Another important point to raise in this context relates to the transferability and validity of Western-culture-based diagnostic systems to a global society. Global mental health studies have seen an important increase in numbers, and a critical perspective of the inferences should be provided to the students.

The dimensional approach defines psychopathology in relative terms, that is, an assessment of the degree of psychopathology or impairment on a continuum. Clinical status is assessed on a particular dimension of psychopathology, such as anxiety, depression, and so forth, or of general psychopathology or psychological well-being. Based on symptom counts, sometimes combined with symptom severity, the addition of item scores calculates a value which varies along a continuum that taps the supposed construct of interest. Similarly, psychiatric disorders may also be conceptualized as illness spectra, whereby similar conditions are grouped together into clusters that may share similar clinical aspects or etiological factors (Andrews et al. 2009). For example, many epidemiological studies will investigate individuals with psychotic disorders, grouping together individuals from diagnostic categories such as schizophrenia, bipolar disorder, delusional disorder, and depression with psychotic features. Although a dimensional or spectral approach may be a closer approximation to clinical and biological realities, its use will have important clinical and policy implications for studies focused on psychiatric interventions or health service provision.

Case identification

Once a definition of a case has been established, the problem remains to identify or measure it in a heterogeneous group of individuals. In order to expose the student to the wide range of instruments available for identifying ‘psychiatric cases’, the instructor can use the Handbook of Psychiatric Measures (Rush et al. 2008), which provides a comprehensive compendium of the many instruments that are available for psychiatric research, Robins’ summary of instruments for psychiatric epidemiology (see Tsuang and Tohen 2002), or any of a
number of psychology textbooks, as well as the National Institute of Mental
Health (NIMH) website (<http://www.nimh.nih.gov/index.shtml>), which
refers to and archives instruments that use a dimensional approach.

The methodology of scale construction should be included in the programme.
It should be made clear to the student that clinical observation, theory on psy-
chopathology, and prior research results, combined with consensual processes,
lead to the identification and selection of items that are associated with the con-
structs under study. It is then preferable to use multivariate data analytic tech-
niques to select empirically those signs and symptoms that cluster together best
to represent a construct of psychopathology or diagnostic entity. Latent variable
modelling methods are useful and pertinent to scale development, and the stu-
dent should understand what these methods do.

It is of interest to introduce a historical perspective on the evolution and
development of psychiatric instruments so that students can better compre-
hend how and why the instruments that are available now came into being
(Eaton and Merikangas 2000; Tsuang and Tohen 2002). The literature during
the 1960s and 1970s was replete with references to the lack of reliability in clin-
ical judgement when using the categorical approach for case definition. Studies
have shown that diagnostic reliability among psychiatrists, even among those
who are experienced and have the same theoretical orientations, was far from
satisfactory. The reliability issue was aggravated when cross-national studies
were carried out, as shown for adult schizophrenia (Cooper et al. 1972).

Several sources of variance have been identified in the diagnostic process.
Patients seen at different examinations may present with different clinical pro-
files, and symptomatic features are also likely to vary with the evolution of
disorders. Clinicians also vary in their methods of obtaining information
about a subject, in their skills as interviewers, and as observers of the signs
presented by a subject. Moreover, clinicians rely heavily on their personal rules
and criteria in the way they use information (i.e. the interpretation of signs
and symptoms, and the subsequent organization of these stimuli into a coher-
ent construct or diagnostic category). A useful exercise would include viewing
several clinical interviews and then asking students to rate or code the
responses and arrive at either a single diagnosis or multiple diagnoses; then
the students could compare and calculate diagnostic concordance (Cohen
1960; Fleiss et al. 2003). A similar exercise could use computerized diagnostic
interviews.

In their search for solutions to this problematic situation, psychiatric
researchers have developed two complementary approaches. One approach is
to design a structured method to obtain information about an individual. These
structured interviews should result in comparable information for each subject.
It should also be noted that interviews can be observer based or respondent based, that is, either the interviewer judges the sign to be present or the respondent reports the presence or absence of the symptom. Another approach is to establish a set of rules and criteria that help the user arrive at a diagnosis in a consistent fashion. Then, by applying the rules or criteria to the obtained data, one should arrive at the same diagnosis regardless of the interviewer. Again, a historical perspective would be most useful at this point. For example, the Present State Examination (PSE; Wing et al. 1974) and the Schedule for Affective Disorders and Schizophrenia (SADS; Endicott and Spitzer 1978) are two early examples of structured interviews (interviewer based) developed for use by clinicians with psychiatric experience, and now the SCAN (Schedules for Clinical Assessment in Neuropsychiatry; World Health Organization 1994) appears to be its modern successor for epidemiological studies.

The Diagnostic Interview Schedule (DIS; Robins and Regier 1991) was developed for use by lay interviewers in epidemiological surveys and is a respondent-based interview, that is, the data collected are based on what is actually reported by the respondent. Algorithms and rules were developed to apply the diagnostic criteria to the data collected. Other instruments exist and continue to be improved. The Composite International Diagnostic Interview (CIDI), developed under the auspices of the World Health Organization, is the culmination of many years of effort and represents different clinical traditions because it combines elements of the DIS and the PSE and can generate diagnoses based on either the ICD or the DSM traditions. The CIDI has been subjected to intense psychometric scrutiny and exists in many languages. Similarly, the Structured Clinical Interview for DSM (SCID) is a structured diagnostic interview used to assign diagnoses based on the DSM, with the most recent iteration available for DSM-IV (First et al. 1996).

When the dimensional approach is used for defining pathology, case identification habitually entails the use of rating scales (Tsuang and Tohen 2002). Scales can be used by trained observers or may be self-administered instruments. They are usually short symptom checklists that assess a certain level of symptomatology along a given dimension such as depression or anxiety. These types of measures should not be used to arrive at a diagnosis unless they were developed intentionally with that purpose in mind, which is rarely the case. They are usually intended as screening instruments or as methods to assess change in treatment evaluations. Rating scales may be used by psychiatrists or other clinical personnel within clinical settings based on the clinician’s assessment of the items. Other rating scales, more appropriate to epidemiological surveys, may be self-report, either completed by the subject or an interviewer, such as the widely used General Health Questionnaire (GHQ; Goldberg 1978), first developed for
primary care patients, or the Center for Epidemiologic Studies Depression Scale (CES-D; Radloff 1977), for use in general population samples.

The students should always be reminded that, when choosing an instrument, it is important to ascertain that it has been evaluated for the context in which its use is planned. Instruments developed for use with patients may be quite irrelevant when used in the general population, and the opposite situation may provide instruments that are completely uninformative when used to discriminate among patients. A set of symptoms observed in a clinical context may not signify the same underlying pathology in community samples. In fact, in both contexts, the constellation may represent valid underlying entities, albeit not the same.

**Psychometric issues**

The development and use of measures of psychopathology is the subject of numerous books and articles and merits detailed discussion. Key psychometric concepts should be clarified. Students might be referred to the work of Nunnally and Bernstein (1994) as a classic text and guide to other material. There are two basic issues to be addressed in the development of any measure, be it physical or psychological: reliability and validity. Measurement error affects both the estimates of incidence and prevalence and can attenuate or inflate the association between a risk factor and the disorder. Therefore, the link between measurement error and risk assessment should be explained, and the sources of measurement error, their correction, and control should be stressed.

Errors in the data collected may be due to poor reliability and/or inadequate validity of the instruments used. Emphasis should therefore be placed on the necessity to assess these properties in all measures used in a study. Reliability, which refers to the reproducibility or repeatability of measurement, is concerned mainly with chance or random errors due to the observers, the situations, and the instruments. Different ways of assessing reliability should be introduced. Some basic approaches include inter-rater reliability, intra-rater reliability, test–retest reliability, split-half method, and internal consistency. Statistical techniques appropriate for analysing this type of data should be taught: three important examples are Cronbach’s alpha, a cumulative item correlation index, for measuring internal consistency (Nunnally and Bernstein 1994); the kappa coefficient as an index of agreement for categorical data (Cohen 1960; Fleiss 2003); and the intra-class correlation coefficient for continuous variables (Fleiss et al. 2003). Multiple measures of the same constructs help reduce measurement error, although they can increase respondent burden.

Reliability is a necessary but not sufficient condition for most forms of validity, and its assessment should be an integral part of all empirical studies. Indeed,
some have argued that current diagnostic systems enhance reliability at the expense of validity. Validity refers to the extent that an instrument in fact measures what it is intended to measure and is not too strongly influenced by systematic error or bias. The different types of validity should be presented and emphasis should be placed on the relative importance of each type in view of a study’s objective. Validation efforts should include content validity, construct validity, face validity, and criterion validity (Nunnally and Bernstein 1994).

Content validity refers to the appropriate selection of items from the universe of all observable characteristics of the same latent trait to be included in an instrument. Construct validity refers to the relationship between variables that are measured and the particular trait that they are supposed to tap. Because it links empirical indicators to abstract or theoretical concepts, this type of validity is more difficult to measure. The multimethod, multitrait matrix was one of the first empirical approaches to assess construct validity and may serve as a basis to study this issue (Campbell and Fiske 1959). Factor analysis and other multivariate techniques such as cluster analysis, multidimensional scaling, etc., are central to all types of validity, and their contribution to assessing construct validity should be emphasized. Refinements of statistical techniques proposed four decades ago, that is, the use of latent trait models, have improved instruments in psychiatric epidemiology (Bentler and Stein 1992; Pickles 1998). Criterion validity may be concurrent or predictive, and only the temporal availability of the criterion (present or future) differentiates the two. In psychiatry, criterion validity is usually evaluated in comparison with an ‘expert’ judgement or a previously validated instrument.

Given the reality that few tests are perfect, one needs to determine the instrument’s sensitivity and specificity, and their correlates, the positive and negative predictive value. Students should be reminded of the effect that the prevalence of a disorder has on the predictive values, as well as on the ‘true disease’ classification. The determination of the aforementioned attributes of any test is discussed in great detail in chapter 24.

**Study design**

**Measures of disease frequency**

Some of the problems inherent in the definition and identification of psychiatric cases have already been addressed. The problems of disease onset, duration, relapse, and recurrence are central to the estimation of point prevalence, period prevalence, and incidence rates. Because of the difficulties intrinsic to the assessment of the incidence of psychiatric disorders, for example, identifying the moment of onset and duration), the notion of period and lifetime
prevalence have been employed. Lifetime prevalence is the proportion of individuals in the population who have ever been ill and are alive on a given day. It differs from lifetime risk, which attempts to measure the occurrence of a disease in a birth cohort. When these indicators rely heavily on retrospective assessment of disease occurrence, reliability may be compromised, and estimates of disease rates and risk ratios will be biased. Despite the most recent and sophisticated efforts to design appropriate techniques and instruments, the resulting estimates are probably biased due to recall problems. The importance of information and recall bias, and their effects on risk assessment, should be discussed in detail.

Design

The different types of study design can all be, and have been, used in psychiatric research. The key observational study designs include 'natural experiments', cohort studies, case-control studies, cross-sectional studies, and clinical cohort (or natural history) studies (see Susser et al. 2006 for definitions and examples of their use for psychiatric disorders). Twin studies, adoption studies, and cross-rearing studies can be thought of as special cases of the aforementioned designs. These designs are one way of studying genetic factors but so are family pedigree studies (Risch and Merikangas 1996; Kendler and Prescott 2006). Nowadays, molecular genetics has provided a vast new arena for large-scale case-control studies which seek to detect genomic differences between the case and control groups. Some of these are 'family-based designs'; for example, cases are compared with their biological parents, a method with certain advantages such as in the detection of de novo genetic events (e.g. Sebat et al. 2007).

Numerous studies have used twin and adoption designs, especially in countries that have good case registers and the possibility of linking datasets, such as adoption files in the Scandinavian countries. The choice of a given design depends upon the objective of the study, the rarity of the disease, the putative causes of the disease, and the resources available. However, each design introduces the potential for different types of bias, some of which are particularly thorny in psychiatry, and different problems for the interpretation of the study result. The usual form of the case-control study for risk factor research is used infrequently in psychiatry, particularly because of the issue of recall bias. Denial, repression, negation, screen memories, and rationalization are common defence and coping mechanisms which impede the storage and retrieval of past events in one's psychological life. Reciprocally, individuals who have had personal or familial experience with a mental disorder are often involved in a continuous search for explanatory causes. This factor, combined with persistent feelings of guilt, is likely to falsely influence recall and identification of causes.
Among many examples of the extent of this phenomenon, one may cite Stott’s (1958) comparative study, considered a classic, which showed an increased rate of stressful events during pregnancy and thus suggesting a psychological etiology to Down’s syndrome.

**Samples**

Early studies of mental disorders used samples of people treated in psychiatric facilities and, in particular, those admitted to mental hospitals. This raised the issue of two potential sources of bias. First, the types of pathology seen were more likely to be severe cases of psychotic disorders. Second, the characteristics associated with healthcare-seeking behaviour (sex, urbanicity, social class, culture, etc.) were often the variables under study rather than those associated with the pathology. The weight of cultural factors in illness recognition and care should be emphasized within a given country and sociocultural context. These factors vary considerably from one country to another, thereby making cross-cultural comparisons or study replications more difficult. Nevertheless, these facility-based samples may be appropriate, especially for the study of the rarer disorders, such as psychotic disorders or autism (Sartorius et al. 1986).

Choosing community samples is an alternative sampling strategy. The third-generation studies from the 1980s forwards have been carried out on community samples and have used representative samples of the general population in a county, city, region, or country, thereby excluding individuals residing in institutional settings. Alternatively, they have used complete populations of convenience samples, such as the Isle of Wight studies (Rutter 1988), which were conducted on children within a given age range, or the Stirling County study of a total community (Leighton et al. 1963). The Epidemiologic Catchment Area (ECA; Eaton and Kessler 1985) studies carried out in five areas in the US included institutionalized and general population samples, and oversampled certain groups considered at higher risk for psychiatric disorders. Several reviews of psychiatric epidemiology studies and their designs are included in the bibliography and, again, a historical perspective can provide insight for the students (Tsuang and Tohen 2002). These types of community surveys are well suited for collecting information on common mental disorders, such as depression and anxiety. However, they do not often provide useful information about rare disorders, such as schizophrenia. When using lay interviewers for diagnosing complex disorders that are present in less than 1 per cent of the sample, the number of cases detected tends to be small, and the false positives tend to outnumber the true positives. Occasionally, surveys have built in special features to minimize these problems (Susser et al. 2006).
For studies of complex and rare psychiatric disorders, investigators have turned to other approaches, in particular, natural experiments, psychiatric registries, and administrative databases. Natural experiments are usually built around a tragic historic event, although they can also be built around a beneficial event (Costello et al. 2003). The study compares the risk of disorder in people who were exposed to the event with that of those who were not exposed. The most important feature of the design is that the people in the study have little choice about whether or not they will be exposed, thereby minimizing confounding. This design has been used, for example, to link early prenatal starvation to increased risk of schizophrenia in offspring. A first study based on the Dutch Hunger Winter of 1944–45 (Susser et al. 1996), and two subsequent studies based on the Chinese famine of 1960–61, produced concordant results (St Clair et al. 2005; McClellan et al. 2006).

Psychiatric case registries are a source of data for epidemiological studies in those countries that have invested in their development (Perera et al. 2009). In some countries psychiatric registries have been in existence for decades, and the reliability and validity of diagnoses in these registries is better than in surveys. These registries can often identify thousands of cases and can link to other registries to provide information such as birth weight, childhood residence, and school performance. The Danish psychiatric registry has been used, for example, to establish that the risk of schizophrenia is higher among persons born and raised in urban compared with rural areas (Pederson and Mortensen 2006). The Israeli psychiatric registry was used to establish that the risk of schizophrenia is positively correlated with the age of the father at the time of conception (Malaspina et al. 2001). In the highly mobile society that is evolving, local, regional, or even national registries will be compromised with regards to follow-up of the target populations. The student should also learn, however, that good registries are very difficult to establish and that the aforementioned registries are among the few survivors of many attempts to set up registries (Perera et al. 2009). The comprehensiveness of the geographical population and facilities covered should be discussed in view of the cost of registers.

Routinely collected administrative data from health claims is an alternative source of data for epidemiological studies and has recently been growing in popularity, especially in regions that have a publically funded health care system. These databases have an advantage over clinical samples from psychiatric services in that they may additionally capture individuals who are treated in primary care or lost to follow-up after psychiatric referral. They have additional advantages such as the availability of a large number of cases, inclusion of nearly the entire population, and reduced costs.
However, samples obtained from psychiatric case registries and health claim administrative data also pose additional challenges for the definition and interpretation of epidemiologic measures. The reliability and validity of the diagnostic and associated data collected on a routine basis need to be examined in order for the student to gain a critical understanding of where and when this data source has and can contribute to the description of the occurrence of certain disorders. Issues such as the scarcity of socio-demographic and clinical information, the lack of diagnostic standardization across professionals (Perera et al. 2009), and limited information on the validity of psychiatric diagnoses (Byrne et al. 2005) should be emphasized. An additional challenge associated with registry and administrative data is the interpretation of any observed trends in studies that attempt to map changes over time. These studies will often be affected by factors such as changing diagnostic systems and the organizational structure of services. The student must also be made aware of the requisite minimum size of the population covered to detect sufficient numbers of the rarer disorders, and the potential for underestimations or biased associations if the inclusion of providers is not comprehensive. For example, a study using an administrative database estimated that approximately 25 per cent of incident cases of psychosis are treated in an outpatient setting only (Jorgensen et al. 2010); therefore, even for rare and complex conditions, the availability of data from outpatient services and primary care could have a substantial impact on observed estimates of incidence and prevalence. Students should also understand that the utility of registers and administrative data is clearly linked to the organization of health care services and the type of reimbursement mechanism and that their existence is dependent on the local or national laws on computer files and data linkage. Discussion could address the type of questions that these data sources can be used to answer and the type of questions for which that data source would be inadequate. Case registers and administrative databases could be used in conjunction with some of the usual study designs and also linked to primary data collected from clinical samples; and this, too, should be elaborated for the students, while reminding them of the limitations.

**Assessing students’ achievements**

The material taught in this type of course is best evaluated with coursework, such as requiring the students to write a mini-proposal, to review a manuscript that would be submitted to a journal that publishes psychiatric epidemiology articles, or to design a study to assess the validity or reliability of an instrument. Short examinations cannot glean the understanding or critical thinking that one would hope the student would have acquired.
Conclusion

This chapter has focused on the important methodological aspects to be covered in a course in psychiatric epidemiology. The orientation has been historical, so that students can learn about what has been done in the past and how to progress and improve in the future. In addition, the methodological challenges that are more acute in this specific branch of epidemiology have been highlighted for the instructor, as the general topics are discussed by other authors in the book. Psychiatric disorders, in fact, cover a wide spectrum of pathologies of diverse origins and different degrees of functional impairment and vary across the lifespan. The instructor should choose the specific pathologies to make his or her methodological points. Clearly, the breadth of ill health spanned by psychiatry and psychology cannot be covered in one epidemiology course, although many of the important research issues can be addressed.

Etiological research of psychiatric disorders has always struggled with the ‘nature versus nurture’ dilemma. Adoption and twin studies have been used to disentangle the dilemma but results have often been difficult to interpret. Recent advances in genetic epidemiology and molecular biology using linkage analysis, the study of large pedigrees, and genome-wide association studies are promising and tend to support the multifactorial etiologic models of psychiatric disorders. These models include gene–environment interactions, although specific interaction pathways have not fully been established as yet. Students should be exposed to the emerging contributions about the epigenetic influences at critical developmental moments and how they affect gene–environment interaction in the study of normal and pathological development (Meaney and Szyf 2005). Epidemiological research protocols in biological psychiatry should improve the present situation of that discipline.

To date, epidemiological research in psychiatry has helped identify factors associated with certain disorders and has contributed to improving diagnostic reliability and validity. Future research endeavours need to incorporate multidisciplinary approaches, including biological markers, social and genetic risk, and protective factors. The contributions of developmental psychology and sociology to the understanding of social support, as well as chronic and acute stress, as factors in the occurrence of illness, psychological and physical, need to be understood and encouraged. Research on the etiology of specific disorders will only progress once hypotheses and models of the causal and mediating factors, their relationships to the disorder and to each other, are made explicit, tested, and rejected (or not). Elaborating such causal relationships, designing the appropriate studies, and employing the proper analytical procedures, is now the goal of the next generation of research in psychiatric epidemiology.
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Introduction to neurologic diseases

Neuroepidemiology has traditionally been defined as the study of the distribution and determinants of neurologic diseases and injuries. A number of textbooks in the area have been published in the last few decades (Anderson and Schoenberg 1991; Molgaard 1993; Gorelick and Alter 1994; Batchelor and Cudkowicz 1999; Nelson et al. 2004) The journal Neuroepidemiology, originally edited by Bruce Schoenberg, was established in 1982 and is currently thriving under the leadership of Valery Feigin of Auckland University in New Zealand.

Neuroepidemiology, like all forms of epidemiology, depends on the correct classification and ascertainment of outcomes, as well as understanding the complexities of exposure along the life course. Tanner and Ross (2004), in their chapter ‘Neuroepidemiology: fundamental considerations’, focus on disease-specific challenges in the conduct of neuroepidemiologic research, as well as the need to formulate a well-articulated research question, as this question will guide the formation of the specific aims of the study, the specific hypotheses to be addressed, the selection of the population for study, the selection of outcome measures, and the analysis plan. Many of the disease-specific challenges to neuroepidemiology, such as varying diagnostic criteria over time, the need for post-mortem examination for definitive diagnosis, the relative rarity of the diseases, the need for a precise time of disease onset, and a long latency period, can be partially addressed by the use of disease registries and records-linkage systems.

Here the epidemiological research of the many epidemiologists and statisticians involved in working at the Mayo Clinic’s Rochester Epidemiology Project should be noted (Kurland and Molgaard 1981). The availability of a complete and complex clinically based records-linkage system (patient records indexed by diagnosis back to 1935) for Olmsted County, Minnesota, has allowed
population-based uses of multiple sources of information on neurologic outcomes with a high degree of diagnostic accuracy. This model was recently exemplified in the European context by the research of Hallas et al. (2008), who used data gathered by the Danish governmental organization Statistics Denmark to focus on stroke and myocardial infarction. In this study, the research team used a national prescription database with comprehensive recordings of all prescriptions filled in Denmark since 1995 and linked to a number of other health databases to assess the toxicity of a dietary drug. Health databases such as the Danish National Registry of Patients (all individual hospital discharges since 1977), the Prescription Database of the Danish Medicines Agency (data on all prescriptions since 1995), the Danish Register of Deaths, and the Danish Person Registry were linked for analysis using a unique identifier in a study that focused on a cohort of 298,848 persons.

The teaching of this subfield of epidemiology, also a subfield of neurology, is important because of the large public health burden which neurologic diseases and injuries represent at the population level. The characteristic social epidemiology of common neurologic disorders has been addressed by both Molgaard (2002) and Rothrock and colleagues (Rothrock, Lyden, Brody, et al. 1993; Zweifler et al. 2002). The latter specifically noted that, along with prevalence and incidence, the etiologies and clinical manifestations of the most common neurologic disorders may vary according to the general health and health-related behaviour of the individual populations examined.

For example, in south Alabama, where smoking, obesity, diabetes, and untreated hypertension are relatively common, the annual incidence of stroke is proportionately higher than it is in areas of the US where those risk factors are less often present. The causes of stroke in south Alabama correspondingly tend towards the ‘traditional’, with atherosclerosis typically promoting the ischaemic variety and hypertension promoting intracerebral haemorrhage. In contrast, investigators evaluating the etiologies of stroke in San Diego found relatively lower incidences of atherosclerotic stroke and hypertensive intracerebral haemorrhage and relatively higher incidences of ‘ischaemic stroke of unknown cause’ and intracerebral haemorrhage induced by ‘recreational’ use of sympathomimetic drugs. It follows that the success or failure of interventions intended to reduce stroke incidence, morbidity, and mortality may depend in part on how well those interventions match up with the underlying causes of stroke in the target population.

While the etiology, prevalence, and incidence of migraine, another common neurologic disorder, may remain constant from one population to another, the clinical characteristics and relevant behaviour of migraineurs within those populations may differ considerably. Chronic migraine is a common and costly
clinical variant of migraine that afflicts approximately 2 per cent of the general population, a prevalence that differs little according to the particular population surveyed (Bigal et al. 2008). Patients with chronic migraine commonly overuse symptomatic medication, and such overuse may exacerbate the underlying primary headache disorder and cause the patients to experience so-called medication overuse headache (MOH) (Silberstein et al. 2005). The incidence of MOH varies significantly according to geographic region, and the specific medications overused also may vary. As to the latter, overuse of non-prescription 'simple' analgesics or relatively migraine-specific therapies such as the triptans may prevail in one region, while overuse of opiates/opioids or butalbital-containing compounds may dominate in another. As the susceptibility of MOH to treatment is in part a function of the specific medication(s) being overused, a failure to identify this epidemiologic pattern may inhibit the successful management of chronic migraine within the population under consideration.

The importance of neuroepidemiology also lies in that it spans a large range of medical, social, botanical, geographic, and behavioural sciences. The result has been the sharing of interests and concepts across disciplinary boundaries in the common language of epidemiology and in the elucidation of new notions of disease risk and disease progression.

The classic example of the latter in neuroepidemiology was the work of Carleton Gajdusek, beginning in the late 1950s, on a disease called kuru found among the Fore tribe of the New Guinea Highlands. For his research on the mechanisms for the origin and dissemination of a neurologic disease caused by a slow virus, Gajdusek received the Nobel Prize in Medicine in 1976, and he is the only epidemiologist to have done so. His research was unique in that it integrated anthropology, neurology, epidemiology, genetics, and statistics in solving a highly different type of neurologic disease outbreak (Molgaard 1981). Among many others, neuroepidemiologists such as Leonard Kurland of the Mayo Clinic and statisticians such as R. A. Fisher of Rothamsted Experimental Station contributed to the elucidation of this conceptual breakthrough.

Research and teaching models of neuroepidemiology have changed through time. Classically, the paradigm has been a population laboratory approach to neurologic diseases and injuries that emphasized the etiologic importance of geographic isolates. A geographic isolate is defined as a population that may be inbred, remote, isolated, or otherwise distinct, and is of interest because a high incidence of a new disease or a high prevalence of a common disease in such a population may reveal etiologic clues that would otherwise be obscure (Kurland 1978; Kurtzke and Hyllested 1979). This paradigm originally came out of the
field of geographic pathology. Other specific research activities then evolved within this context (Table 19.1). These include

- population surveillance—this involves tracing trends in neurologic diseases and injuries (e.g. the development of stroke registries for defined populations; Rothrock, Lyden, and Brody 1993);

- the development of improved research methodologies (e.g. refining and validating research instruments to screen populations for Alzheimer’s disease (Hough et al. 1993; Prince 1998), or the use of population-based records-linkage systems, such as that of the Mayo Clinic, to study neurologic disease (Kurland and Molgaard 1981));

- social and behavioural applications—research is oriented to individual and group risk factors for neurologic injury and disease (e.g. studies of the social and behavioural correlates of epilepsy, whether as risk factors per se or barriers to diagnosis and treatment; Paschal et al. 2005, 2007); and

- international applications (e.g. research on the global patterns of neurologic disease and injury of such illnesses as multiple sclerosis, with its highly characteristic north—south gradient of higher to lower incidence (Kurtzke et al. 1993; Kurtzke 2000), or of the controversies surrounding beef consumption and Creutzfeldt–Jacob disease (CJD) in Great Britain and other countries of western Europe (Molgaard and Golbeck 1992; Pollack 1999)).

However, this paradigm has evolved (Goldman and Kodura 2000; Tilson 2000). There have been major theoretical advances and the addition of new exploratory concepts from environmental health and toxicology that deserve attention in a class on neuroepidemiology, or in a segment on neurologic diseases that is a part of a general class on epidemiology (Box 19.1). Most of these concepts relate to the programming hypothesis, which holds that critical windows of exposure exist for children in terms of developmental toxicants and that these early exposures can lead to late neurodegenerative effects.

Many etiologic exposures (including infections) are now understood to be in utero, involving both acute and delayed effects and exhibiting both structural and functional defects (Adams et al. 2000). In essence, the relationship between

---

### Table 19.1 Classical model of neuroepidemiology used in teaching and research.

<table>
<thead>
<tr>
<th>Disease surveillance emphasized</th>
<th>Geographic isolates used to elucidate etiology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methodologic in orientation</td>
<td>Individual and social risk factors used to describe disease patterns</td>
</tr>
<tr>
<td>‘Slow’ virus and ‘slow’ toxin models of exposure accepted</td>
<td>Collaboration across disciplines</td>
</tr>
</tbody>
</table>
environmental exposures and structural and neurobehavioural effects has become more complicated and more common, and develops much earlier than previously suspected (Gluckman and Hanson 2005).

Both approaches involve a continuing evolution of our training paradigm, from (1) classical neuroepidemiology to (2) a more exposure-focused neuroepidemiology including ‘slow’ models of exposure in the in utero and postnatal periods, to a clinical neuroepidemiology with a greater focus on diagnosis, treatment, and prognosis. The move historically in this subfield of epidemiology is then one from primary prevention in classical neuroepidemiology to secondary and tertiary prevention in a more clinically based neuroepidemiology, a move that would appear to be shared by European and American epidemiologists. However, the American model emphasizes the attainment of a master’s degree in public health (MPH), health services, or a related field. Neuroepidemiology is a common elective course in MPH curricula.

**Teaching objectives**

The overall teaching goal of this orientation to neuroepidemiology is to create an understanding of the complexity of the issue of exposure. Environmental exposures not only may be very slow but may occur very early in the lifespan.

---

**Box 19.1 Slow-exposure model of neuroepidemiology used in teaching and research**

- Disease surveillance still a priority but based increasingly on web-based activities
- Increased methodologic orientation to genetics, nutrition, and developmental neurotoxicity
- Geographic isolates of less importance
- Individual and social risk factors more clearly related to major theories of psychology, sociology, and anthropology, as well as behavioural toxicology
- Increased collaboration across disciplines
- ‘Slow’ models of exposure extended to in utero and postnatal periods
- ‘Chain of causation’ requiring evaluation of new theories, including current animal models relating to critical periods of environmental exposures in utero and during development
and be deeply modified in impact by the genome. A good analogy comes from cardiovascular disease, where intrauterine growth restriction and low birth weight are known to be associated with a higher risk for hypertension, coronary artery disease, and diabetes in adult life (Osmond and Barker 2000). Practically, this means that the student needs to gain an appreciation for the fact that each particular type of defect is associated with a specific window of vulnerability and that developmental toxicants can include true teratogens, embryotoxins, and foetotoxins as they apply to neurologic structure and process (Adams et al. 2000).

Learning objectives

For practical classroom purposes, it is important to emphasize key concepts of programming with specific human diseases as well as animal models. While it is clear that extrapolating from animal data to humans is often fraught with peril, it also often provides a means of thinking in new ways about exposure and outcome that can be highly stimulating. To begin, the teacher needs to achieve buy-in from students on the following learning objective:

Learning objective 1—A good neuroepidemiologic research strategy is team-based and is devised from previous empirical research that is a combination of (a) clinical studies, (b) animal studies, and (c) epidemiologic studies.

Accomplishing this buy-in can be difficult. However, there are multiple examples in the medical and public health literature that can drive the point home. One of the most useful approaches is to illustrate the learning objective with major public health victories that are clear-cut. The eradication of smallpox, for example, is always good in general, while a more neuroepidemiologic example relates to polio and the teamwork involved in development of the Salk and Sabin vaccines (Oshinsky 2005).

Learning objective 2—Theoretical epidemiology needs to include models that are beyond mere statistical association, instead including a better understanding of molecular and cellular processes that underlie induction of disease and variable latency periods.

In neuroepidemiology, we may find a number of examples of this in terms of vulnerable periods in the development of the central nervous system (brain and spinal cord). The vulnerability of the central nervous system is dependent on two issues (Rice and Barone 2000). First, does an agent (or its active metabolites) reach the developing nervous system; second, what was the period of exposure? Here we are reaching an overlap with much of the work in molecular epidemiology from the early 1990s (Schulte and Perera 1993), and recent advances summarized by Foxman (2012). The difference is that our knowledge
of the developing nervous system has improved to the point that there is recognition that, first, the developing nervous system is qualitatively different from its adult analogue and, second, that exposure before or after an organ develops is less perturbing in a system’s sense than if exposure occurs during development of the organ per se (Rice and Barone 2000).

Learning objective 3—Developmental neurotoxicity may have small effects on the individual but, if the impact occurs across an entire population as well as across the lifespan of individuals, the societal impact in terms of public health burden can be massive.

The cause of most neurodevelopmental disabilities—perhaps more than 75 per cent—is unknown. Those that we are beginning to understand in terms of etiology to some extent include dyslexia and mental retardation. In terms of magnitude, approximately 3 to 8 per cent of all births in the US (4 million babies a year) are affected by these disorders. Yet another 1 million children in the US still suffer from the effects of elevated blood lead levels with its attendant impact on neurobehavioural functioning and intellectual activity (Weiss and Landrigan 2000).

Students need to come away from this course understanding that even a decrement in function that is within the normal range, if exposure is widespread in a society, can have an enormous impact. An example related to lead is loss of IQ. Even a small loss of perhaps five points in many lead-exposed individuals would shift the tails of the normal distribution dramatically—doubling the number of those with IQs below 70 and who thus require greater educational and social resources from a society (Rice and Barone 2000). There would also be a reduction of the numbers of those with high IQs (greater than 130). Considerable research has been carried out in this area by Hernstein and Murray (1996). A historical example of this process that students often enjoy is the theory that one of the reasons for the decline and fall of the Roman Empire was the ubiquitous nature of lead in Roman drinking vessels and plates during the late empire, with social decay and lack of leadership being associated with widespread lead poisoning and intellectual impairment (Gilfillan 1965; Lewis 1985; Hernberg 2000). The relationship between low IQ and current global iodine deficiency should also be noted (Anderson et al. 2005).

Teaching content, method, and format

Content should be of two types. The first is to orient the student to a number of key concepts related to neurogenesis and programming, including neural proliferation, migration of recently proliferated cells, differentiation of neuroblasts to a terminal phenotype, synaptogenesis, gliogenesis, myelination, apoptosis, neurotransmitters, and neurotrophic signalling (Rice and Barone 2000).
The second type of content should then relate to eight key questions concerning risk estimation in neuroepidemiology. These are as follows (Adams et al. 2000):

1. In terms of vulnerability in the development of the nervous system, which time periods carry the greatest risk?
2. Are there cascades of developmental disorders in the nervous system?
3. Can critical windows of vulnerability suggest the most susceptible subgroups of children by geographic area, socio-economic status, race, sex, or other demographic/social parameters?
4. What data gaps exist regarding the endpoints of an environmentally altered nervous system?
5. What are the best ways to examine exposure—response relationships and estimate exposures during critical periods of development?
6. What other exposures during development may interact with and alter exposures of concern?
7. How well do laboratory animal response data parallel human response data?
8. How can this type of data be used in risk assessment and public health?

Once these concepts have been introduced, each student should then be assigned a specific area of neurogenesis (e.g. myelination). The student then needs to research this area in terms of the scientific literature in neurology, epidemiology, and neurotoxicology for specific disease examples that are related to this aspect of development.

The research effort should end with the student presenting to the entire class what was found. The presentation should try to follow the eight conceptual areas (vulnerable time periods, cascades of disorders, critical windows of exposure, endpoints, estimating exposures, interacting exposures, parallels from animal laboratory studies, and risk assessment in public health) outlined by Adams et al. (2000) as closely as possible but be specific to one disease. Following the presentation and discussion in a seminar-type style, the student should write a report summarizing his/her findings for the disease noted during the research effort and include feedback from the rest of the class and the instructor regarding the one specific disease presented for discussion to the class. This discussion will lead to the final project of the class, where the student designs a research project of the disease in question.

If we return to the myelination example, a student might be encouraged to examine what we currently know about critical periods of myelin development and possible neurotoxic environmental hazards in terms of the unique north—south distribution of multiple sclerosis. We now know that myelination begins
in the late prenatal period (around months 5 or 6) and continues during the postnatal period for different systems up to the age of 10 years. We also know that, when people migrate, age at migration determines multiple sclerosis risk. Those who leave a high-risk northern latitude after age 15 take the higher risk for developing this disease with them to the low-risk southern latitudes, and vice versa. Is the completion of myelination at age 10 related to this unique risk factor profile? What environmental risk factors are suspect, given the period of vulnerability for myelination and its pathologic involvement in multiple sclerosis? What types of research design might be most productive for studying such risk factors? What possible sources of bias and confounding exist in such a study?

During the seminar section of the class, the instructor should revisit the three key learning objectives repeatedly. Other topics such as childhood development in contaminated urban and rural settings (Guillette 2000) or the impact of environmental agents (e.g. ethanol, barbiturates, etc.) in triggering massive apoptotic neurodegeneration during the last trimester of pregnancy and first several years after birth (Olney et al. 2000) can be introduced at this time.

**Digital learning**

The journal *Distance Education Learning* is an invaluable tool in creating classes using digital learning. The most recent issue focused on issues of online learning test-takers, the ways digital online learning can lead to deeper learning, and other aspects of the virtual classroom (Magna Publications 2013). The challenges of the online classroom are far surpassed by the advantages of reaching a diverse audience at a distance in an asynchronous fashion.

Digital learning is being used with success in both neurology and epidemiology. Digital learning in neurology has already taken on a variety of shapes and forms, including—but not limited to—continuing medical education that involves sharing neurology knowledge to improve patient care; neurology clerkships that focus on weekly case lectures and answers; courses that offer neurology instruction complementing clinical training; short courses that help general practitioners to update their knowledge and skills about patients with neurological disorders; courses that add to the neurology knowledge of practitioners of alternative medicine; and mini courses for K–12 students focusing on neuroscience, careers in neuroscience, and how to stay brain healthy. Similarly, digital learning in epidemiology has been developed for a variety of goals/objectives, target audiences, levels, prerequisites, intensities, types of credit, and classes across the national and international scene.

A first digital learning course in neuroepidemiology (Public Health 595: Neuroepidemiology—Instructors Curtis Noonan and Craig Molgaard) was
taught within an online master’s degree programme in public health at the University of Montana in spring 2007, with an enthusiastic response from learners. This course was implemented using the Blackboard e-Education platform, with course competencies similar to those of a face-to-face MPH neuroepidemiology course previously taught by Molgaard in medical school and graduate school of public health venues. Following best practices in digital education, the course was developed in its entirety before being brought online.

Learning was structured into self-study and readings, discussion board, and a project, and it incorporated considerable interaction, a primary ingredient for quality of any digital learning course. In addition, the final section of the course in 2007 was called ‘Community Response to Environmental Disasters with Neurologic Endpoints’. This was a day-long symposium co-sponsored by the Mansfield Library and the School of Public and Community Health Sciences at the University of Montana, as well as the Japan Foundation and others, focusing on the mercury-poisoning disaster of Minamata Bay, Japan (and parallels to the Libby, Montana, asbestos-vermiculite Superfund site). Guest speakers from the Kumamoto Prefect Office and the Libby site were brought in, and students from the neuroepidemiology class were invited to attend if possible. The symposium was filmed for those who could not attend, and CDs were mailed to all in the web-based neuroepidemiology class.

The most recent Neuroepidemiology class was given using the Moodle online platform (see the current syllabus in Box 19.2). This class was given during the spring semester 2013 by Molgaard and Kathryn Fox of the School of Public and Community Health Sciences at the University of Montana. It emphasized the toolkit of molecular epidemiology for use by neuroepidemiologists.

Assessing students’ achievements

Styles of assessment depend to some degree on whether a neuroepidemiology class is taught face to face or by digital techniques. Nevertheless, there are some commonalities. Contributions to discussion can be assessed in terms of quality, whether in person in the classroom or by discussion thread over the web. Presentations can be verbal or in writing, with appropriate feedback from other students and instructors. Exams can be carried out through digital procedures as well as in classroom settings, especially if timed approaches are used. Final class projects can also focus on the integration of concepts and methods of neuroepidemiology in either format. For our most recent digital neuroepidemiology class, the final project focused on defining a research question and hypothesis and preparing a research proposal using appropriate literature, methods, and data management and analysis procedures. This included
Instructors: Craig A. Molgaard, Ph.D., M.P.H., Professor and Chair  
Kathryn Fox, J.D.  
School of Public and Community Health Sciences  
College of Health Professions and Biomedical Sciences  
The University of Montana  

Format: Online seminar with Moodle. Course procedures and expectations are those normally used in the online MPH program at the University of Montana.

Required Texts:

Other readings as assigned will be available online via the Moodle classroom.

Course Description:
This course focuses on the epidemiology of neurological diseases. Students will learn about special considerations researchers incorporate into studying neurological diseases. In addition, students will write a literature review on a particular disease and create their own study about that disease with these considerations in mind.

Online Format: Readings from the textbooks and discussion questions from the texts and the instructor will form the basis of weekly class postings on the online discussion board. The course will conclude with a final term paper.

Course Evaluation: Weekly postings to the discussion board will make-up class participation, which constitutes 30 per cent of the course grade. The
mid-semester literature review will constitute 30 per cent of the overall grade and the final term paper will constitute 40 per cent of the overall grade.

Course Schedule:

Week 1
The Island of the Colorblind by Oliver Sachs, Book I

Week 2
The Island of the Colorblind by Oliver Sachs, Book II

Week 3
Fundamental Considerations of Neuroepidemiology
Study Design, Measures of Effect, and Sources of Bias

Readings:
- Nelson, chs. 1–2

Assignment:
- Choose a disease chapter from the Nelson text, chs. 5–15, on which you will focus your midterm and final projects and let Kathryn know which disease you have chosen (no two classmates may choose the same disease).
- Start working on literature review, due Week 6.

Week 4
Measurement and Analysis
Genetic Epidemiology of Neurologic Disease

Readings:
- Nelson, chs. 3–4
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Week 5
Hallucinations by Oliver Sacks and Test of Strength by Kevin Sarbo, winner of the American Brain Foundation’s 2013 Public Leadership in Neurology award.

Week 6
Current Neurology Issues
Readings:
- Browse a recent (past 5 months) issue or two of Neurology Today, Neurology, Neuroepidemiology, Lancet Neurology, etc.

Assignment:
- Post a discussion board topic discussing one article that you found particularly interesting, why, and identify strengths and weaknesses with the arguments and research strategies employed in the article
- While each student must post a different article with a few comments about the article, students need only respond to two other postings.

Week 7
Disease discussions begin
Readings:
- Relevant chapter chosen by classmate
- Orlinsky, Polio: An American Story

Assignment:
All literature reviews due
Critique classmate’s literature review on his or her chosen disease

Week 8
Readings:
- Relevant chapter chosen by classmate
- Foxman, Molecular Tools, Chapters 1–3 (Introduction and Historical Perspective, How Molecular Tools Enhance Epidemiological Studies, Applications of Molecular Tools to Infectious Disease Epidemiology)

Assignment:
Critique classmate’s literature review on his or her chosen disease
Week 9
Readings:
- Relevant chapter chosen by classmate
- Foxman Molecular Tools, Chapters 4–6 (A Primer of Epidemiologic Study Designs, A Primer of Molecular Epidemiology, Molecular Tools)

Assignment:
Critique classmate’s literature review on his or her chosen disease

Week 10
Spring Break

Week 11
Readings:
- Relevant chapter chosen by classmate
- Foxman, Molecular Tools, Chapters 7–10 (Omics analyses in Molecular Epidemiologic Studies, Determining the Reliability and Validity and Interpretation of a Measure in the Study Populations, Designing and Implementing a Molecular Epidemiologic Study, Study Conduct)

Assignment:
Critique classmate’s literature review on his or her chosen disease

Week 12
Readings:
- Relevant chapter chosen by classmate
- Foxman, Molecular Tools, Chapters 11 and 12 (Think about Data Analysis When Planning a Study, Human and Animal Subject Protection, Biorepositories, Biosafety Considerations and Professional Ethics)

Assignment:
Critique classmate’s literature review on his or her chosen disease

Week 13
Readings:
- Relevant chapter chosen by classmate
- Foxman, Molecular Tools, Chapter 13 (Future Directions)

Assignment:
Critique classmate’s literature review on his or her chosen disease

Week 14
Final projects due

Week 15
Present final project to class
Critique and comment on classmates’ final projects

Reproduced with the kind permission of C. A. Molgaard
examining the strengths and weaknesses of the student’s proposal and provided an orientation to focused grantsmanship in neuroepidemiology after in-depth reading and discussion in the field. The course ‘Introduction to Epidemiology’ was a prerequisite for the class.

**Summary**

In this paper, we have defined the field of neuroepidemiology, presented several examples of research paradigms used in this subfield of epidemiology, presented concepts from developmental neurotoxicology of relevance to teaching in this field, offered suggestions for their integration into the teaching protocol used for a course in neuroepidemiology, and discussed a real-world digital learning neuroepidemiology class. The main epidemiologic emphasis for the teacher is the concept of programming as related to critical windows of exposure and vulnerability for the developing nervous system.

Within neuroepidemiology, the standard research paradigm in the past has been one of focusing on neurodegenerative diseases as an adjunct of the normal ageing process. Seminal research during the 1950s and 1960s introduced the notion of slow viruses with extremely long latency periods between exposure and onset of neurodegenerative disease. This notion was extended to slow toxins, for example, in the case of Western Pacific amyotrophic lateral sclerosis and the use of the cycad nut as a source of food and medicine among the Chamorro population on the island of Guam: although this hypothesis is controversial, the cycad nut is believed to contain several neurotoxins responsible for this endemic pattern of disease on Guam.

Recent research in developmental neurotoxicity has further extended this concept of extremely long-term (often in utero) exposure and onset of neurodegenerative disease much later in adult life. Diseases such as Parkinson’s disease, lead toxicity, methyl mercury toxicity, schizophrenia, dyslexia, epilepsy, and autism, as well as many others, are thought to be examples of this process. Two explanatory theories are posited. In the first, the development of a specific function in an organism normally occurs late, and the display of pathologic function is not obvious until that point in development is reached. In the second, developmental structural or functional damage is masked by neural plasticity, so that effects are transient until much later during the lifespan (Rice and Barone 2000).

The interaction of the processes of ageing with neurotoxic exposures is now thought to be a common event. In normal ageing, the brain loses cells in some regions, as well as suffering declines in neurotransmitters and repair mechanisms. Neurotoxic exposures of long latency can accelerate such events and
increase functional disability. As populations in industrialized countries continue to age in the US, Canada, Japan, and Europe, the effect of such interaction may have significant economic and social impact on already overburdened public health systems. Research and teaching agendas in neuroepidemiology should also reflect these aspects of developmental neurotoxicity (see Box 19.2).
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Chapter 20
Reproductive epidemiology
Jørn Olsen and Ellen Aagaard Nøhr

Introduction to reproductive epidemiology
This chapter deals with teaching the epidemiology of reproductive health (or parts of reproductive health) to students who already know something about basic epidemiology. The aim is to provide an insight into methods and pitfalls when doing epidemiologic studies on reproductive outcomes. It is not a course on what is known in reproductive health about determinants or biological mechanisms. Furthermore, it only covers part of reproductive health. According to the World Health Organization (WHO) (from the ‘Cairo Conference’ in 1994, <http://www.iisd.ca/cairo.html>), reproductive health is

a state of complete physical, mental and social wellbeing, and not merely the absence of disease or infirmity, in all matters relating to the reproductive system and its functions and processes. Reproductive health, therefore, implies that people are able to have a satisfying and safe sex life and that they have the capacity to reproduce and the freedom to decide if, when, and how often to do so.

The WHO includes diseases, well-being, and perhaps even happiness as a potential health outcome. We do not intend to cover such a broad area but will mainly focus upon how diseases or organ functions are studied in epidemiology. We exclude, however, sexually transmitted diseases and a number of other diseases (like cancer of the cervix) because they would usually be discussed in a course on infectious disease epidemiology or a course in cancer epidemiology.

Exposures or conditions during the early time period of life, perhaps especially the time from conception to birth, probably plays an important role for understanding a number of diseases with an onset much later in life. We think that this topic should be included in a course on reproductive epidemiology if a full seminar in life course epidemiology is not provided.

In this chapter, we will not repeat definitions or terminology to any great length but refer the reader to Nguyen and Wilcox’s papers (2005a, b), the work by Kline et al. (1989), or the official International Epidemiology Association Dictionary (Porta et al. 2008).
We provide a set of highly selected references to the teacher and to some extent also to the students. We strongly suggest that these references are read and understood by the teacher before starting the course. We also refer to the newest textbooks in reproductive epidemiology and to two comprehensive textbooks in epidemiology with chapters on reproductive health (Savitz et al. 2002; Ahrens and Pigeot 2005; Rothman et al. 2008; Wilcox 2010; Louis and Platt 2011).

**Teaching objectives**

The aim of this course should be to make the students aware of the conditions and problems that are common and specific for the different parts of reproductive epidemiology. At the end of the course, the student should be able to read the epidemiologic literature on reproductive outcomes with critical eyes. S/he should be aware of our research options and their limitations. For a student with a good background in epidemiologic methods, the course should make it possible for him/her to write sound protocols in reproductive health.

It is important that the course address what is known and what is not known on the topics the teacher addresses and that the teacher is willing to share his/her uncertainties and limitations with the students. It is our experience that students are generous and willing to accept an inexperienced teacher if s/he is open about this.

**Teaching content/syllabus**

**The syllabus**

We suggest a 20-hour course structured as ten 2-hour sessions (Table 20.1), including lectures and class sessions in which the students present and discuss the results of their group work. If less time is available, we suggest having only sessions 1, 2, and 9.

**Session 1: reproductive health in a global perspective**

The first lecture is a descriptive overview of the key outcomes in reproductive health, including data from both affluent and low income countries. It may touch upon the Millennium Developmental Goals (see <http://www.un.org/millenniumgoals/>; White et al. 2006; The Lancet 2013) that did not include reproductive health. The disparity between rich and poor countries with respect to maternal and neonatal morbidity and mortality should be made clear to the students, and the teacher may note that most of our research takes place in affluent countries, where health problems are much less frequent than in low-income
parts of the world. The willingness to invest in reproductive health research in low-income countries has to some extent been driven by the desire to control global population growth.

Methods used to collect data to monitor reproductive health in local and international settings and to do descriptive studies should be presented. Many countries have kept birth registration systems for decades, and routine registration of congenital malformations is also done in some countries or regions. Most routine health surveys will include some data on reproductive health (Glasier et al. 2006).

**Session 2: what makes reproductive epidemiology special? Major avoidable risk factors for adverse pregnancy outcomes**

Building upon the students’ skills in epidemiology, the teachers should focus upon what is different and unique in reproductive health epidemiology. The overview can be based upon the works by Bracken (1984), Olsen and Basso (2005), Wilcox (2010), and Louis and Platt (2011) and should provide an introduction to the overall methodological challenges when studying reproductive outcomes. The teaching should at least address the following aspects. The unit of observation may involve not only the mother but also the partner and the child. The time period of observation may be short—nine months or less—or it may be very long, as in life course studies. The outcome we study may be repeated if the couple has more than one child. There is a tendency to repeat reproductive failures, and past experience may impact changes in exposure and
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<td>Foetal growth</td>
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</tr>
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</table>
thus generate different confounder and collider structures that are not trivial (Basso and Wilcox 2011; Wilcox et al. 2011; Howards et al. 2012). The time period of pregnancy is under intensive medical surveillance in most countries and we can only study the associations that remain between exposures and effects after antenatal care has done its part. Parents are usually highly motivated to take part in research because they care for the health of the unborn child. This trust is not to be misused. Results are to be communicated with care and caution. Exaggerating risks may cause unnecessary stress, grief, and guilt.

This session should also present methods to study major avoidable risk factors, given that the overall aim of reproductive epidemiology is to improve health in mothers and children. These factors could be divided into those that are modifiable on an individual level, such as diet, medicine, and occupational stress loads, and those that are modifiable on the community level, such as contamination of drinking water, and some types of pollution. In reproductive health, the timing of exposure may be more important than in other studies and we may sometimes see a dose-effect response rather than a dose-response effect: heavy exposures could lead to infertility or foetal loss, and insufficient exposure could lead to a subtle change in organ functions.

When studying an exposure that clusters with many other exposures (e.g. dietary factors), an observational study has considerable limitations, but it may be possible to do randomized trials that manipulate a single exposure like a vitamin, n-3 fatty acids, milk, etc. The students should be aware of the opportunities and limitations these studies have in pregnant women; in particular, ethical aspects should be addressed. The time span from exposure to effect is often short and thus provides an excellent opportunity for doing a study with high compliance. The literature contains many excellent examples of randomized trials that have produced data that can be used for improving reproductive health (e.g. see the WHO Reproductive Health Library (<http://www.who.int/hrp/rhl/en/>)). Some good examples of methods that have tried to overcome some of the ethical issues could be presented, such as trials aiming at altering lifestyle factors in already exposed women (Bech et al. 2007), and trials on vitamin supplementation in developing countries.

Some features solely related to reproduction facilitate special observational designs. The presence of several pregnancies related to the same woman but with different levels of the same exposure allows us to disentangle the influence from social confounders by using sibling designs (Olsen et al. 1997; Lambe et al. 2006; Obel et al. 2011). Since some genes are randomly allocated at the time of conception, studies can use a case-parent design to examine genetic and environmental determinants of disease (Wilcox et al. 1998; Wilcox 2010). Alternatively, the lecture could take up the Mendelian randomization design, which
may be used when there is a strong link between a genotype and a phenotype that is suspected to cause a disease (Smith and Ebrahim 2004). The genotype will then be an ‘instrumental variable’ for this exposure and will normally not be expected to be seriously confounded by lifestyle factors because genes are allocated at random at the time of conception. This design has been used to corroborate the possible causal link between folic acid intake and neural tube defects (Sheehan et al. 2008). It has also been used to study potential effects of mobile phone exposures (Sudan et al. 2013).

**Session 3: fertility**

Teaching should address the problems we face when studying factors that may impact the biological capacity to conceive, called fecundity or fecundability (the probability of becoming pregnant in a given menstrual cycle). This is a variable that is not directly observable but has been estimated by using data on fertility, time to pregnancy, or specific markers like semen quality or menstrual disorders.

Fertility is defined by demographers as the number of live births women have from age fifteen to age forty-five divided by the total number of women at that age. At the population level, the fertility ratio will only produce a reliable estimate of population growth and family sizes under steady state situations.

Since subfecundity involves both partners, a measure like time to pregnancy (TTP) may be used. The first studies using this measure date back to the 1980s (Rachootin and Olsen 1982). We now know much more about the limitations we face when using this tool (Bonde et al. 2006).

More indirect ways to measure male or female fecundity involve studies on twinning, since dizygotic twins may represent high fecundity. Biomarkers like semen quality, menstrual disorders, and diseases of the ovary have also been used.

The session should also address the issue of monitoring fecundity over time. The paper on decline in semen quality (Carlsen et al. 1992) provides a good discussion on limitations and sources of bias in ecological studies. The paper by Sallmen et al. (2005) can be used to illustrate the difficulties in using TTP measures to monitor past changes in fecundity. It may also be worthwhile to spend a little time on a measure called ‘the standardized fertility ratio’, which has been used to estimate changes in fecundity before or after a given exposure (Levine et al. 1981).

**Session 4: foetal death and congenital malformations**

This lecture should present data on the change in rate of foetal death over gestational time. Foetal loss may occur early before the pregnancy is recognized.
Exposures that move an abortion forward in time may move it into the undetected time period and thus make the exposure appear to be protective.

Few studies have used biomarkers to detect pregnancies before clinical diagnosis, since these studies are complicated and expensive to do (Bonde et al. 1998), but they have shown that about two-thirds of all abortions happen before the pregnancy is clinically diagnosed (Wilcox 2010). Early abortions may well have a different etiology than later abortions, as most early abortions have chromosomal abnormalities. The gestational cut-off level that divides an abortion from a stillbirth differs between different countries but a cut-off between twenty to twenty-four weeks is frequently used. Problems related to estimating gestational age may well affect monitoring of abortion and stillbirth rates.

Since the timing of foetal death often differs from the time of expulsion, from days to several weeks, reverse causation is a possible source of bias. If foetal death induces exposures, like lifestyle factors (e.g. coffee or alcohol use) or medical treatment (like use of painkillers), reverse causation may explain positive associations between the exposure and the abortion rate in a follow-up study.

Students should also be aware of the fact that induced abortions may impact abortion rates if the timing and frequency of these abortions are not known (Olsen 1984).

Studies of foetal death will include many different pathologies and may therefore be too unspecific to have sufficient power to detect exposures that only affect deaths related to a specific cause. Subclassification by gestational age may help but may not be enough. Access to the aborted tissue could provide more detailed diagnostic data but such data are difficult to obtain. Medical records on stillbirths may provide information to define causes of death, and several classification systems have been suggested.

The use of directed acyclic graphs has clarified that previous methods of analysing data on reproductive outcomes are often misleading. The problem is mainly related to treating intermediate variables as if they are confounders (Howards et al. 2007; Basso 2011; Howards et al. 2012). Adding intermediates to the model without taking causes of the intermediating variable into consideration may cause confounding not present before.

**Congenital malformation**

Congenital malformations or abnormalities are by definition present at birth, although many are not diagnosed until later in life and some may remain undiagnosed. It is important for students to understand that the proportion of malformation at birth is a prevalent measure, often measured at the time of birth or at 1 year of age. An estimate of the cumulative incidence (risk) would require
follow-up of all conceptions, with complete registration of all malformations during this time period (and without competing risks). An exposure that may have no etiologic role but impacts the probability of survival of an affected foetus will be associated with the prevalence of congenital malformations at birth and will present itself as a potential protective factor—a bit like early suicide will prevent later cancers—illustrating that prevention is not always better than cure.

Congenital malformations are sometimes difficult to diagnose and many studies exclude so-called minor malformations, like dislocation of the hip, undescended testis, and birth marks, because the diagnostic validity for these diagnostic categories may be too poor.

Students should know that large registers on malformations exist in many countries, mainly because of the thalidomide disaster in the 1960s (McBride 1961). Since this finding, we have seen no similar strong links between use of medicine during pregnancy and congenital malformations, and the risk of this happening again is small but still present. For ethical reasons, new drugs are not tested on pregnant women before they come onto the market, and the evidence we have on the potential foetotoxic effects come mainly from animal studies. We still have very few human studies on functional defects, especially long-term effects.

Students should also be aware of the importance of prenatal screening for congenital malformations which may lead to termination of pregnancy. Unless we have access to valid screening data, we will only be able to identify associations that remain after abortions have been induced for clinical reasons. Frequent use of ultrasound examination during pregnancy will provide new important measures such as foetal growth and malformations diagnosed in utero but it will also produce new sources of bias.

Diagnosing congenital malformations is not based on etiologic principles which take the time of organ development into consideration, such as using malformations related to the cranial neural crest and the cells that migrate from this structure (Zierler and Rothman 1985; Ingstrup et al. 2013).

Standardization of diagnosing congenital malformations and data collection are done at the international level by organizations like EUROCAT (<http://www.eurocat-network.eu>) or the International Clearinghouse for Birth Defects (<http://www.icbdsr.org/>).

**Session 5: foetal growth**

Since birth weight (BW) is routinely recorded in most health-care systems, numerous studies have addressed the associations between BW and external exposures; such studies are often justified by the fact that low BW is strongly
correlated with infant morbidity and mortality. However, this activity reflects the availability research options more than the importance of the research. The teaching should underscore that BW is a function of foetal growth and the duration of pregnancy and that it has causes that may be more important than BW in itself. Measures like small for gestational age (SGA) or Z-scores try to take gestational age into consideration but may make good data on BW poor by including a notorious frequently misclassified measure on gestational age at birth, especially if historical data are used. Usually, the interest in public health is to identify deviations from the genetically predicted BW and the attained BW. The teaching may include how this has been done with some success by using family histories of BWs (Skjaerven et al. 2000). Low BW and preterm birth often reflect underlying health problems and may be a marker rather than a cause in itself (Basso and Wilcox 2011).

Being SGA means being smaller than expected at a certain period in time, and the comparison should as usual be the population that have reached the same gestational age, born or not born (Marsal et al. 1996). Often, an SGA measure is based on the BW distribution among those who were born in that gestational week, and early in gestation many of these are small due to health problems. Many studies still dichotomize BWs at 2,500 grams, a practice which should be avoided (Wilcox 2001). This level was set to capture preterm births in countries where data on gestational age often were missing, since most (but not all) of babies born with a BW of less than 2,500 grams are preterm.

The body mass index measure at birth (the ponderal index; Cole et al. 1997) should be presented, and it should be stressed that the only reason for dividing weight with height raised to the power of 3 (rather than 2 as in the BMI) was to obtain a more symmetrical distribution.

Wilcox (2001) has advocated that it is not the actual BW distribution and its central tendency we should be concerned about but the fraction of outliers from the Gaussian distribution (i.e. residuals). Basso et al. (2006) provided a simulation study to show that a single serious pathology associated with foetal growth and mortality could generate the BW distributions that we see at the population level.

Organ growth can to some extent be estimated at birth by measuring head circumference (brain growth), abdominal circumference (liver), or placental weight. Organ growth or interference with organ growth may be of importance for later organ function and disease susceptibility (Barker 1995).

Examples of historical studies of interest to examine in detail are Yerushalmy’s (1972) study on smoking and BW. He illustrated that it may be more powerful to study what will be incompatible with the hypothesis than to set up
another replication study (falsification vs verification). He believed that babies born to smoking mothers were smaller because of the constitution of the mothers (a smoker’s effect) rather than the exposure itself (a smoking effect). He therefore predicted that women who smoked in one pregnancy but not in another would also get small children in the non-smoking pregnancy. Although his hypothesis was wrong, his approach to put a hypothesis to a critical test is useful and worth considering in many other situations. For example, women with diabetes more often give birth to children with congenital malformations; therefore, these malformations could theoretically be caused by the same genetic factors that cause diabetes. However, if this were the case, the association should also be present in children born to fathers with diabetes (which was not found; Wu et al. 2012).

Session 6: pregnancy complications

This session should focus upon the diseases and complications that are specific to a pregnancy, such as pre-eclampsia, gestational diabetes, abruptio placentae, and placenta praevia. Although many diseases are modified by pregnancy, that topic can be addressed in regular disease-oriented lectures.

The definitions of these complications will in most cases depend on the clinical diagnosis, and it is important to present to the students the implications of sensitivity, specificity, and disease frequency for interpreting the results of epidemiologic findings. For example, specificity of recording often needs to be high when studying etiology of a certain complication to avoid including non-cases in the case group, while a high sensitivity is preferable if the case definition is used to exclude unwanted co-morbidity.

The timing of the detection of many of these diseases will depend upon the frequency and quality of the antenatal care programme. When hypertension or proteinuria will be detected also depend upon how often screening is done. In addition, selective screening of high-risk groups (e.g. screening for gestational diabetes in overweight women) may be carried out, and this may influence internal comparisons.

By taking into account the onset of pregnancy complications, the gestational-age-specific incidence can be estimated instead of the cumulative incidence over an entire pregnancy, thus allowing an examination of time-dependent effects. For example, gestational diabetes may have a much larger effect on foetal growth if onset occurs in week 20 rather than in late pregnancy.

Preterm birth is probably the main pregnancy complication (Behrman and Butler 2007). Students should know that preterm birth is solely defined by gestational time and refers to a birth before thirty-seven weeks of gestation. A premature birth is a clinical condition that requires data to indicate that the child
in fact is premature. Preterm birth, especially very preterm birth (born before thirty-two weeks of gestation), is strongly linked to severe and long-term health consequences or death.

An accurate diagnosis of preterm birth requires data on the time of conception. Since this is usually only known precisely in pregnancies where assisted reproductive technologies have been used, the expected date of the delivery is normally based upon the last menstrual period method (LMP) by applying Naegle’s rule (take the first day of LMP, subtract 3 months and add 1 week; Nägele 1836) or estimates of early foetal size by the use of ultrasound. Both methods are subject to bias: the LMP period relies on a regular menstrual cycle and accurate recall, while ultrasound is based upon the assumption of a similar growth pattern for all foetuses in early pregnancy, an assumption that is probably not valid but good enough for making clinical prediction with a sufficient precision. This justification is more questionable when studying the effect of exposures that may impact early foetal growth (Henriksen et al. 1995).

Preterm births are frequent (from 4–20%), and in spite of huge investments, relatively little is known on how to prevent them. Preterm births, like most other reproductive failures, have a tendency to repeat themselves. The reason for that could be that they have causes that do not change from one pregnancy to the next, like genetic factors or time-stable external causes.

Pre-eclampsia may be used to illustrate a large number of changing hypotheses over time, often inspired by its interesting epidemiology (Wilcox 2010). Still, we are far from being able to prevent a larger fraction of pre-eclampsia.

Delivery complications include abnormal foetal/placental presentation, prolonged labour (dystocia), foetopelvic disproportion, instrumental delivery, caesarean section, and haemorrhage. Studying risk factors for these endpoints is heavily vulnerable to confounding by indication. Clinicians make decisions that are often based upon information that cannot be read by a machine and therefore cannot be adjusted in a statistical analysis. Randomized trials may be the only option in many situations, and students should be familiar with Cochrane reviews on trials in reproductive health (see <http://www.cochrane.org>).

Session 7: sexual health

The role of epidemiology in studying sexual health has been limited, at least for the broader picture as described in WHO’s definition of reproductive health. However, epidemiologists take part in getting descriptive statistics on sexual health. A number of youth surveys are being conducted at regular intervals in order to get data on sexual debut, sexually transmitted diseases, use of contraceptives, age of menarche, and sexual practices. These data are not only of
interest for planners of health education but can also be of importance for setting up more targeted studies on potential risk factors for sexual health problems.

**Session 8: health in a life course perspective 1—childhood diseases and development**

It is not unexpected that the prenatal time period has an impact on early childhood development and the diseases that occur in early life. Students should be familiar with the Apgar score, which is routinely used in many countries as the first measure of child health. They should be familiar with cognitive and motor developmental milestones and how to measure them (Harrington et al. 2007). They should be aware of the method problems entailed in moving from the conception/pregnancy time axis to the birth time axis at different points in gestational time. Onset of some developmental milestones may, for example, be more related to the time of conception than the time of birth.

Prenatal exposures may in principle affect all organ systems and thus susceptibility to a number of diseases that occur early in childhood, perhaps modified by the growth trajectories after birth. Teaching examples may use examples of long-term consequences of foetotoxic exposures like alcohol, lead, or mercury and include the evidence we have for a prenatal set of causes that activate the first step in, for example, the etiology of childhood leukaemia or cancer of the testis.

**Session 9: health in a life course perspective 2—adult diseases**

Most of the new research activities in epidemiology address the possible importance of the early origin of adult diseases. Many believe that foetal programming shapes susceptibility for diseases that may manifest themselves much later in life; unfortunately, we still have limited data to study this.

The students should be informed about the important work done by Barker and Forsdal, who showed that time periods of food shortage may induce insulin resistance in the foetus and that this may then lead to an increased risk of cardiovascular disease in adult life as well as diabetes and obesity (Barker 1995; Gluckman and Hanson 2004). It is now believed that many other factors such as stress and infection may also have a programming effect on the foetus (Brown et al. 2005; Li et al. 2011). Similarly, exposure to toxins like alcohol, mercury, pesticides, and perfluorocarbons may also cause permanent health problems that need not be detectable at birth. The challenge is to set up studies that can address these issues, and the students should be introduced to the many ongoing cohort studies (e.g. see <http://www.birthcohorts.net>) and some of the most important animal studies that support the idea of foetal programming. Epigenetic
changes may be a topic to address in this session. Problems in analysing life course data should be addressed. The first and most important problem is to know which data to collect (at present we just collect as much data as possible). The next problem is related to the statistical analyses that of course have to be driven by sound hypotheses (De Stavola et al. 2006).

The students should also be introduced to the classical study on two generations effects done by Herbst et al. (1971). They showed that women who during pregnancy took the oestrogen-like hormone diethylstilboestrol to prevent a miscarriage or preterm birth had girls with an increased risk of vaginal cancer. This example may introduce a discussion on similar possible etiologies for breast cancer, testis cancer, and certain childhood cancers, especially leukaemia. Long-term follow-up is often complicated and requires different data sources and search strategies (Klebanoff et al. 1998). More recent studies indicate that lifestyle factors like smoking may impact fecundity in the next generation (Ramlau-Hansen et al. 2007).

**Teaching method and format**

We believe in active participation from students in all parts of the learning process. Two textbooks in reproductive epidemiology, published since 2010, could comprise important course material, but a number of structured lectures are also needed (Wilcox 2010; Louis and Platt 2011). A combination of these lectures and discussions of published papers and exercises usually work well. We suggest that the two-hour sessions allow for at least one hour of problem solving.

If possible, the group work can be centred around analysing an existing data source on reproductive failures, but that will require that the students are familiar with a statistical software package and that the questions they need to address are simple and very specific. If that not the case, the sessions end up being about how to use a particular software package. Most concepts are best dealt with as epistemological problems that need to be discussed and challenged.

**Assessing students’ achievements**

We believe it is important to measure students’ achievements after a course, whether this has to be used to provide a grade or not. It is necessary for the teacher to see how well the objective was achieved and for the students to get an idea of their own performance.

We are not particularly fond of multiple-choice questions because epidemiologic questions seldom have just one answer. Most of these exercises end up with students guessing what they think the professor thinks.
Rather, the students should be aware of what they know and what they do not know, and it is also important that they know what the teacher does not know and at best what nobody knows. A good exam allows for uncertainty and the fact that questions may have more than one answer.

An obvious exam question is to let students discuss a recent publication within one of the areas that was covered in the lectures. Such a review could be structured as a regular peer review by letting the students comment on the clarity of the aims of the study, whether the method and data were appropriate for the aims, whether the analyses were informative and sufficient, whether the authors addressed weak parts of the study in a critical way, and whether the authors presented a conclusion that was justified by the analyses. If time permits, the students could be asked to suggest alternative designs to address the aims of the study. By doing this, the exam allows for open and flexible suggestions that will illustrate whether the student is able to prioritize between very important and less important method issues. Still, carefully designed problem-solving exercises should also be used.
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Introduction to teaching chronic respiratory disease epidemiology

The development of respiratory disease epidemiology is relatively recent compared to other disease-oriented epidemiologies, such as those devoted to infectious disease, cancer, or cardiovascular disease. It should therefore not be surprising that respiratory disease epidemiology, with few exceptions, is not yet covered in most health teaching programmes. In the last decade, however, its importance has largely increased as a result of two important factors: the recognition that chronic airway diseases, mainly asthma and chronic obstructive pulmonary disease (COPD), impose a high burden of health to the society, and the sustained increase in epidemiological research to understand chronic respiratory diseases (Speizer and Tager 2007).

It is therefore predictable that more lectures and courses in respiratory epidemiology will be featured in postgraduate teaching programmes of both public health and respiratory medicine. This chapter aims to facilitate the establishment of introductory courses and sessions of respiratory epidemiology in a variety of teaching contexts. Teachers that do not have an expert knowledge on respiratory epidemiology may find helpful to use updated reviews and guidelines such as those by the Global Initiative for Asthma (GINA) and the Global Initiative for Chronic Obstructive Lung Disease (GOLD; Global Initiative for Asthma 2014; Global Initiative for Chronic Obstructive Lung Disease 2014).

This chapter primarily refers to chronic obstructive respiratory disease and asthma. Although this is a selective approach, other types of diseases, such as cancer and infections, will be covered elsewhere in this book. In wider programmes of respiratory epidemiology, attention could also be devoted to other diseases such as sleep apnoea, idiopathic pulmonary fibrosis, cystic fibrosis, or sarcoidosis.
Teaching objectives

For an introductory session

◆ To describe the frequency, trends, and burden of main respiratory diseases nationally and globally.

◆ To describe the major risk factors of chronic airway diseases, with particular attention to smoking, occupation, air pollution, and inhaled allergens, and the currently available prevention strategies.

For a standard course in a master’s of public health or clinical research

◆ To describe the frequency, trends, and burden of main respiratory diseases.

◆ To describe the major risk factors of chronic airway diseases, with particular attention to smoking, occupation, air pollution, and inhaled allergens, and how their effects can be prevented.

◆ To understand the main issues of the respiratory epidemiology of asthma and COPD with respect to prevalence and incidence, disease definition, natural history, etiology, prevention, and control.

◆ To become familiar with the landmark studies of respiratory epidemiology.

◆ To develop a policy-oriented perspective based on an understanding of how epidemiology contributes to the development of strategies for the control and prevention of respiratory diseases, including issues like evidence-based medicine and the effectiveness of the available interventions.

Teaching content (including a syllabus)

Frequency and burden of disease

The first section in any programme of respiratory epidemiology is likely to include a short presentation of the frequency, distribution, and burden of respiratory diseases in the population. Emphasis should be given to those entities that are more relevant in terms of mortality and morbidity. COPD is both an important cause of morbidity and mortality and a disease for which a more sustained rise is predicted to occur. In the last Global Burden Disease Study, COPD was considered the ninth leading cause of disability-adjusted life years (DALYs) worldwide (seventh in Western Europe and second in high-income North America) in 2010, whereas asthma, which affects both children and adults, is the twenty-sixth cause of DALYs worldwide (Murray et al. 2012).

Asthma prevalence has been increasing worldwide during the last decades—an increase that has stimulated a large amount of epidemiological research,
although the increase has recently begun to plateau in the areas with the highest prevalence (Asher et al. 2006). The analysis of time trends in asthma can be used to introduce the issue of age, cohort, and period effects (Sunyer et al. 1999). Assessment of the disease distribution at the national and international levels is a relatively new area that has been covered by several large international studies such as the International Study of Asthma and Allergies in Childhood (ISAAC) for asthma in children (Asher et al. 2006), the European Community Respiratory Health Survey (ECRHS) for asthma in adults (Janson et al. 2001), and the Burden of Obstructive Lung Disease study (BOLD) for COPD (Mannino and Buist 2007). In the case of asthma, there were substantial hopes that tracing its geographical distribution worldwide would contribute to the understanding of its etiology. To date, however, there is no single etiological theory that provides a reasonable account for the observed geographical patterns.

Teaching initiatives in respiratory epidemiology need to identify the epidemiological peculiarities of the field in terms of both concepts and methods and address them in a way that provides the student with the appropriate knowledge and skills to understand current research. One of these particularities is the intermittent course of asthma (Strachan et al. 1996). Because of its intermittent course, the concept of ‘current asthma’ is frequently used, and the definition needs to be well understood. Questionnaires usually inquire about asthma by asking about the presence of respiratory symptoms in the last twelve months. Incident asthma usually refers to people who have reported respiratory symptoms during the last year for the first time in their life. In longitudinal studies with sufficient repeated measurements, it is possible to estimate the incidence, remission, and persistence (Sears et al. 2003), although misclassification of disease status in repeated observations may bias incidence, a problem that could be circumvented by using the net change in prevalence as an alternative to incidence (Chinn et al. 2004).

**Disease definition**

GINA defines asthma as follows:

Asthma is a heterogeneous disease, usually characterized by chronic airway inflammation. It is defined by the history of respiratory symptoms such as wheeze, shortness of breath, chest tightness and cough that vary over time and in intensity, together with variable expiratory airflow limitation (GINA 2014).

Unfortunately, a pragmatic measure of such definition is difficult to achieve, and asthma is usually defined in epidemiological studies by means of respiratory symptoms reported in questionnaires. There are several questionnaires that are widely used, in particular, the ones used for asthma by the ECRHS for
adults (Janson et al. 2001) and the ISAAC for children (Asher et al. 1995). Questionnaire-based definitions of asthma have been traditionally validated using bronchial hyperresponsiveness (BHR) as a reference criterion (Burney et al. 1989). Video questionnaires were developed for children for use in the ISAAC (Crane et al. 1995). As in most diseases, however, any definition of asthma will involve a degree of misclassification, and the most appropriate choice will depend on the aim of the study. Definitions that maximize the Youden index (sensitivity + specificity − 1) are more appropriate for prevalence studies, and those that maximize the positive predictive value are more appropriate for etiological studies (Pekkanen and Pearce 1999). The latter type of definition can be achieved by combining the presence of symptoms and BHR into a single definition of asthma. Bronchial responsiveness is the physiological tendency of the airways to react to several physical (like exercise and cool air) or chemical stimuli and can be reversed by the administration of bronchodilators. BHR is an exaggerated bronchoconstrictive response to external stimuli, and its presence can be considered either a susceptibility factor or a characteristic of asthma. Assessment of BHR is complex and usually involves the inhalatory administration of drugs like metacholine or histamine. The other important susceptibility factor of asthma is atopy. Atopy is the tendency to develop specific IgE antibodies to allergens and can be assessed by measuring the level of circulating specific IgE antibodies in the blood or by the skin test method. Atopy is closely associated with asthma, although the causal direction of the association is not well established (Pearce et al. 1999). Asthma is frequently classified as atopic or non-atopic asthma.

Defining COPD involves different issues. The most common definition of COPD is the one proposed by the GOLD initiative, which is based on the so-called fixed ratio of lung function parameters. Ratios (FEV₁/FVC) are determined with stages of severity defined according to the level of observed versus predicted FEV₁, and both parameters are obtained after a bronchodilator test. The administration of a bronchodilator is used to exclude the intrinsic short-term variability in lung function. The main difficulty in defining COPD is that the prevalence of the disease is highly dependent on the definition used, which can be arbitrary (Celli et al. 2003). Because lung function level is age dependent and the fixed ratio can underdiagnose COPD in younger people and overdiagnose in the elderly, the alternative use of the lower limit of normality has been recommended (Hnizdo et al. 2006). Although it is beyond the scope of this chapter, the use of lung function measures, including the contentious use of reference equations for spirometry, is a central aspect of respiratory epidemiology (Pistelli et al. 2007). The interpretation of pulmonary functions tests usually involves a comparison of the observed versus predicted values (Pellegrino et al.
2005). The predicted values are usually obtained from an external ‘healthy’ population with similar anthropometrics and ethnic backgrounds, whereas most reference equations are obtained from cross-sectional data and thus are subject to a cohort effect.

During the last decade, the emergence of genetic studies that have frequently led to inconsistent results has increased the interest in understanding the heterogeneity of the asthma and COPD phenotypes. The hope is that modelling this heterogeneity could help identify its genetic and environmental determinants; such a hope is based on the assumption that the heterogeneity is the result of the different genetic and environmental determinants. In the case of COPD, the view that current definitions based on lung function may be too narrow is gaining attention, and there is an increasing interest in measuring emphysema with the new helicoidally computerized tomography. A composite index including BMI, dyspnoea, and exercise capacity, in addition to lung function, has proven a better predictor of mortality than lung function alone (Celli et al. 2004). However, changing a disease definition is not trivial and certainly involves substantial complexity. On the one hand, there is a philosophical level of complexity, since individual diseases are not observable entities by themselves but complex constructs in which the definition is dependent on the available knowledge and purpose. On the other hand, there is an empirical level of complexity since, among the many different possible definitions, each one will have advantages and disadvantages. The choice here depends on the purpose of the definition. In the case of asthma, the possibility of developing a definition based on a continuous measure instead of a dichotomic one, as advocated by Geoffrey Rose (1995), has been recently approached by additively scoring a number of asthma-related respiratory symptoms (Sunyer et al. 2007). In the case of COPD, one can see FEV₁ or the FEV₁/FVC ratio as a continuous measure of COPD, to avoid the difficulties involved in any threshold-based categorical definition. In this respect, a teaching programme in respiratory epidemiology provides a good opportunity to familiarize students with the complexity of defining diseases and the different alternatives.

Etiology

Etiology is a central topic of interest in epidemiology. Any course of respiratory epidemiology will need to pay substantial attention to etiological research and to present related concepts like causal models, multicausality, and attributable fractions. Respiratory epidemiology provides one of the best paradigms of causal risk factors in non-infectious chronic diseases—the role of smoking in the development of COPD and cancer of the lung—a paradigm which fits narrowly the Bradford–Hill criteria of causation, as shown in a landmark study by
Doll and Hill (1964). Because of the strong evidence that smoking is a major cause of both COPD and lung cancer, respiratory physicians have become some of the lead participants in the fight against smoking.

In developing countries, indoor chronic exposure to biomass fuel is considered a cause of COPD and is likely to explain a substantial proportion of COPD in women and non-smokers. In addition to smoking and biomass, other risk factors have been associated with the development of COPD, including traffic and other outdoor pollution, second-hand smoke, and dietary factors (Eisner 2010). Occupational exposures (such as mining, and dust exposures in textile industries) have also been linked to the development of COPD, with a recent review concluding that occupational exposures could account for up to 15 percent of COPD (Balmes et al. 2003). Other factors for which there is some causal evidence are socio-economic status (Prescott and Vestbo 1999), a diet poor in antioxidants (Romieu and Trenga 2001; Varraso et al. 2007), and a lack of physical activity (García-Aymerich et al. 2007). Both in developed and developing countries, an almost ubiquitous risk factor in urban areas is traffic-related, outdoor air pollution. Several longitudinal studies have suggested this as the cause of the increase in the risk of lung function decline and thus likely to contribute to the development of COPD (Gauderman et al. 2004). Because COPD is usually diagnosed in people over 60 and because smoking usually begins after adolescence, there is a tendency to think that risk factors of COPD play their role during adulthood. There is evidence, however, that exposures occurring early in life (even in utero) may affect lung growth and subsequently result in reduced lung function development (Shaheen et al. 1998). In a longitudinal study, subjects with early life respiratory risk factors, including maternal asthma, paternal asthma, childhood asthma, maternal smoking, and childhood respiratory infections, had an increased COPD risk with an impact that was as large as that of heavy smoking (Svanes et al. 2010). This study can be used to introduce or reinforce the students’ knowledge regarding Barker’s hypothesis that chronic diseases in adults may at least partially result from the biological programming effects of prenatal environmental exposures (Baker 2000), and the importance of life course epidemiology.

The etiology of asthma is by far less understood and more difficult to investigate than COPD (Eder et al. 2006). During the 1980s, the allergic theory of asthma, that is, that exposure to allergens was a major cause of asthma development, was the more prevalent view regarding the etiology of asthma. During the last decade, several studies have failed to replicate early findings that exposure to house-dust mite allergens in early life is associated with an increased risk of developing asthma (Lau et al. 2000). There is growing evidence that the lungs’ response to an inhaled allergen is more complex than was initially
believed and that the lungs can have a complex dose-response function—including a tolerance of high doses of an allergen, and differences in the behavioural reaction to different allergens. The latter may explain why consistent evidence of a causal relationship between exposure to inhaled allergens and the development of asthma has not been established (Antó 2004; Torrent et al. 2007). Several randomized controlled trials of primary prevention during pregnancy and early life have included interventions to reduce exposure to house-dust mite allergens. Since most of these studies had inconclusive results and presented issues such as dietary restriction in the mothers’ diets or short follow-up, their interpretations remain difficult (Simpson and Custovic 2009).

The role of infection in the development of asthma is not yet understood. Infections caused by the respiratory syncytial virus have been shown to increase the risk of childhood asthma (Stein et al. 1999), whereas other infections such as measles may decrease the risk (Shaheen et al. 1996). A similar pattern has been described for parasitic infections (Leonardi-Bee et al. 2006). The ‘hygiene hypothesis’ was formulated by Strachan (2000) to propose that early exposure to infection or to microbial-related products protects against developing allergy and probably asthma. Reductions in the exposure to microbial products at the population level could partially account for the generalized increase in the prevalence of asthma. Evidence in support of the hygiene hypothesis has come from cross-sectional studies conducted in farming families, where infants exposed to stables during their gestational period and first months of life were found to have an exceedingly low risk of allergy and atopic wheezing (Braun-Fahrländer et al. 2002). Other exposures that have been related to a protective effect of allergy and asthma in the context of the hygiene hypothesis are older siblings, day care, pet dogs, and infection by the hepatitis A virus (Strachan 2000). Strong evidence supporting the hygiene hypothesis, however, is yet to come, and available evidence is by far more consistent for allergic rhinitis and sensitization than for asthma. An evolved version of the hygiene hypothesis is the theory that reduction in environmental biodiversity has led to depletion of protective immunomodulatory microbes in human organs like the skin and the gut and contributed to the epidemic increase of allergy (Haahtela et al. 2013).

Perhaps one of the best models of the etiology of asthma has been facilitated by studies of occupational asthma. In this field there is wide evidence from longitudinal studies that exposure to allergens involved in baking and in handling animals in research laboratories is associated with an increased risk of developing new-onset asthma (Cullinan et al. 1999, 2001). So far, approximately 300 different agents have been reported as capable of causing asthma in occupational environments. Studies conducted in general populations have indicated
that 12–25 per cent of incident cases of asthma in young adults may be attributable to occupation (Kogevinas et al. 2007).

Beyond the etiological theories of asthma reviewed above, there is a wide range of environmental exposures that have been linked to the development of asthma in epidemiological studies. In the last update of the GINA report, moderate evidence of causality is believed to exist for the following environmental factors: indoor and outdoor allergens (domestic mites, furred animals, cockroach allergens, fungi, moulds, yeasts, pollens), infections (predominantly viral), occupational sensitizers, tobacco smoke, indoor and outdoor air pollution, and diet (Global Initiative for Asthma 2014). Among non-environmental risk factors, there is substantial consistence across studies that gender, obesity, and a family history of asthma are associated with an increased risk of asthma. The association between obesity and asthma has been reproduced in both cross-sectional and longitudinal studies (Chinn 2006).

The role of genomic factors

Genetic determinants of chronic obstructive respiratory diseases are increasingly being investigated as relevant determinants of the development of asthma and COPD and related traits such as lung function and atopy. In recent years, a better understanding of the human genome, together with the availability of high-throughput technologies, has led the genome-wide association approach to become the standard. By 2000, a total of twenty-two genome-wide association approach studies covering respiratory outcomes such as pulmonary function measures, onset of asthma, and susceptibility to COPD had been published (Todd et al. 2011). Unfortunately, a coherent picture is still missing, and unexplained heritability is still the predominant finding. In these studies, rare variants give the highest risk estimates but are limited to small subgroups; thus, these studies indicate a complex origin of asthma that, if truly causal, may involve hundreds of variants that are either population, family, or individual specific (Wjst et al. 2013). Two meta-analyses identified four chromosomal regions consistently associated with development of asthma (Moffat et al. 2007; Torgerson et al. 2011). One of these meta-analyses found that multiple markers on chromosome 17q21 were strongly and reproducibly associated with childhood onset asthma and, further, that genetic variants regulating ORMDL3 expression may be determinants of susceptibility to childhood asthma (Moffat et al. 2007). In addition, genes that are associated with asthma subphenotypes such as lung function, biomarker levels, and asthma therapeutic responses can provide insight into mechanisms of asthma progression and severity. Currently, new genetic studies using complete sequencing techniques and more detailed phenotyping are being developed and are likely to substantially improve our
currently limited understanding of the genetic regulation of respiratory diseases. In addition to the structural genetic variants, epigenetic mechanisms are likely to play a role in asthma and COPD since epigenetic mechanisms such as DNA methylation, histone modification, and microRNA may modulate environmental factors and influence disease development (Kabesch and Adcock 2012). With the rapid increase in the availability and cost of different ‘omic’ technologies, complex integrative studies, based on the model developed by systems biology, are gaining interest in respiratory medicine research.

Of special interest to epidemiologists is the hope that a better understanding of genetic determinants may facilitate the assessment of gene–environment interactions and lead to better etiological evidence. Among the available examples, one that can be used for teaching purposes is the interaction between gene variants (i.e. $\text{GSTM1}$ null and $\text{GSTP1}$ valine/valine) and exposure to outdoor ozone, as it is linked to an increase in the risk of respiratory symptoms in asthmatic children in Mexico City (Romieu et al. 2006). There is also the complex interaction between $\text{CD14}$ variants and exposure to endotoxins, as different alleles seem to have opposite effects depending on the levels of endotoxin (Martínez 2007). Despite these promising results, many positive findings have not been replicated, and overall the results from the literature remain inconclusive (London and Romieu 2009).

**Natural history**

Asthma and COPD are chronic diseases that evolve with intermittent periods of disease worsening (i.e. exacerbations). There are several reasons for including the natural history of asthma and COPD in a course of respiratory epidemiology. One reason is that the risk factors that are relevant for the incidence of the disease may not be the same as those that influence the progression of the disease. Authors have referred to these factors using different terms, such as contributing or exacerbating factors. In addition, asthma can present remissions. Understanding what the determinants of remissions are may eventually open new ways of treatment and prevention. Finally, both COPD exacerbations and asthma attacks are acute events that require specific epidemiological designs to be investigated, such as time-series and case cross-over designs (Sunyer et al. 2000).

Among the risk factors of COPD exacerbation, the ones for which there is more solid evidence are infection, traffic-related air pollution, and lack of physical activity. Regarding asthma, the best evidence is that exposure to inhaled allergens in previously sensitized asthmatics may trigger asthma symptoms and exacerbations. Other environmental factors that increase asthma morbidity are active and passive exposure to tobacco smoke and traffic-related air pollution.
In some circumstances, asthma exacerbations can be experienced simultaneously by a large number of asthmatics in a given community. Repeated epidemics of asthma affecting more than 1,000 people and producing approximately twelve deaths were registered and studied in the city of Barcelona. By combining case-control and time-series studies, it was shown that these epidemics were due to the inhalation of soybean dust spread over the city under appropriate meteorological conditions during the unloading of soybean from ships into a harbour silo that lacked appropriate air filters (Antó et al. 1989). A subsequent intervention study showed that asthma epidemics disappeared after the installation of appropriate filters into the silo (Antó et al. 1993). Other asthma outbreaks have also occurred in close association with thunderstorms (Antó and Sunyer 1997).

Other issues that are relevant aspects of the natural history of chronic respiratory diseases are prognosis and severity. These are complex issues that cannot be easily covered in a general course but that may need some attention depending on the aims of the course and the interests of the participants. A study of the predictive indexes for COPD (Puhan et al. 2009) and of the methods to assess asthma control (Bateman et al. 2004) can be used to illustrate the application of standard epidemiological methods to respiratory diseases.

**Treatment**

Epidemiology is aimed at studying the determinants of health and disease, including the health services at the community level and has a leading role in teaching the principles of medical treatments, including the concepts and methods for assessing efficacy, effectiveness, and efficiency. In the case of respiratory disease, there are good opportunities to teach students the use of epidemiology for this purpose. In several countries, waves of asthma mortality during the 1960s, 1970s, and 1980s were identified. In New Zealand a case-control study of asthma deaths showed that asthma mortality was associated with the use of fenoterol, a metered dose inhaler beta-agonist (Crane et al. 1989). After publication of the case-control study, the New Zealand asthma death rate fell by half (Pearce et al. 1995). The worldwide increase in the prevalence of asthma during the 1980s has favoured increased attention to the distribution of appropriate treatment and control at the community level. In a similar way, data from the ECRHS were used to assess asthma control according to the GINA guidelines. In this study, six out of seven European asthmatic adults using inhaled steroids in the last year did not achieve good disease control, and the large majority of subjects with poorly controlled asthma were using anti-asthma drugs in a suboptimal way (Cazzoletti et al. 2007). Although these types of cross-sectional studies do not allow for the establishment of a causal
relationship between the level of treatment and the level of control, they are useful to estimate the distribution of treatment and the control of asthma at the community level and to inform health-care policy efforts.

Epidemiology has an important role in assessing the beneficial and harmful effects of medical care, and in this respect there are some issues, including the role of the randomly controlled trial, that can be included in teaching programmes of respiratory epidemiology. In recent years there has been a debate about the role of inhaled steroids in the reduction of mortality in COPD patients. Although some observational studies did show a reduction in mortality among COPD patients receiving inhaled steroids, other studies controlling for the presence of immortal time bias found no reduction in mortality (Suissa 2008).

**Prevention and control**

Primary prevention of respiratory diseases is based on the reduction and, if possible, the elimination of the exposure to established risk factors. Special attention should be given to the control and elimination of smoking. As mentioned earlier, the fight against smoking is a fundamental concept of respiratory medicine and one of its strongest links to public health. Most national and international societies of respiratory diseases play an active role against smoking and have become important allies of public health authorities. Prevention of smoking is considered the main strategy for primary prevention of COPD ever since early studies in the 1970s established a close causal link. Recent evidence has reinforced this view, showing that maternal smoking (in particular during pregnancy) is associated with lower lung function in childhood (Cook et al. 1998). There is abundant evidence about individual smoking cessation programmes that, despite a relatively low rate of sustained quitting, are considered to be cost-effective in the context of the National Health Service in the UK (US Centers for Disease Control and Prevention 1995). Several programmes of banning smoking in public places have recently been shown to be useful (Schmidt 2007). Reduction of air pollution is also an important strategy for primary prevention of respiratory diseases. Impact assessment studies have reported that a substantial amount of mortality and morbidity due to respiratory diseases is attributable to exposure to outdoor air pollution (Kunzli et al. 2000). In Dublin, after a ban on the use of coal, a reduction of mortality due to cardiovascular and respiratory diseases was observed (Clancy et al. 2002).

In the case of asthma, primary prevention efforts have focused on high-risk children (high risk usually being assessed through family antecedents of asthma, allergy, or sensitization). In these children, primary prevention has the purpose of preventing the development of asthma and other allergic diseases
such as rhinitis or dermatitis. There are several randomly controlled trials reported in the literature that have included food allergen avoidance, and intervention to reduce the levels of house-dust mites and other allergens using combined strategies. Even though some trails have reported a substantial reduction of asthma and allergic diseases in the intervention group, its interpretation requires caution, and recommendations cannot be formulated from a public health perspective (Simpson and Custovic 2009).

Another potential strategy for primary prevention of respiratory diseases is the reduction of occupational exposure to airborne substances. In the case of occupational asthma, reduction of exposure to specific asthmagens offers opportunities for primary prevention. Some exposures that have been partially controlled for by changes in the manufacturing or industrial processes are latex and detergents (Cullinan et al. 2000; LaMontagne et al. 2006). There is little evidence, however, of successful primary prevention of occupational asthma, and the selection of new employees that are not at high risk of asthma is inefficient and unethical. Because most cases of occupational asthma came from those at low risk, who are the largest fraction in the general population, approaching prevention through strategies targeted to workers who are allergic or at higher risk of asthma is not useful (Cullinan et al. 2003; Nicholson et al. 2005). Secondary prevention at the level of the population usually includes an early diagnosis through a screening phase, plus an intervention when the diagnosis is confirmed. This type of prevention has not achieved an established role in chronic obstructive airway diseases. In the case of occupational asthma, early diagnosis followed by the removal of exposure in high-risk occupations has been shown to increase the remission of asthma or to improve its evolution (Cullinan et al. 2000). Regarding the secondary prevention of allergic diseases, there has been a lot of debate about the role of specific allergen avoidance measures. Despite the evidence that, when vigorously applied, such measures may reduce the risk of sensitization and symptoms of allergic respiratory disease, their effectiveness and cost-effectiveness has not been satisfactory demonstrated (Bush 2008). The available evidence suggests that interventions in children may be associated with some beneficial effect on asthma control but no conclusive evidence exists regarding rhinitis or eczema. Conversely, there is little evidence to support the recommendation of allergen avoidance methods in adults with asthma and rhinitis (Marinho et al. 2006). Regarding COPD, the possibility of early diagnosis through repeated spirometry in smokers has recently gained attention, the rationale being that an early spirometric diagnosis of COPD could be followed by more effective response to anti-smoking advice. Unfortunately, there is no evidence available to know whether screening for COPD using spirometry reduce morbidity and mortality, and so far spirometry
does not seem to increase smoking cessation rates. For these reasons, the US Preventive Task Force recommended against screening adults for COPD using spirometry (US Preventive Services Task Force 2008). Finally, tertiary prevention consists of improving the outcomes of the disease through preventive interventions once the disease is already established. Tertiary prevention can be best understood in COPD, for which smoking cessation, influenza vaccination, and respiratory rehabilitation programmes have been shown to be cost-effective interventions (Global Initiative for Chronic Obstructive Lung Disease 2014).

**Teaching methods and format**

Combining different teaching methodologies is a useful strategy for teaching respiratory epidemiology. Lectures should be allocated to address general issues and to introduce the more relevant conceptual and methodological aspects. When used appropriately, lectures are useful to attract the attention of students to the general concepts and issues, as well as the landmark studies. Including information from recent issues that have gained wide visibility in mass media is also useful. An important component of teaching programmes should be based on problem-solving strategies. A simple tool is to use case studies based on critical reading of relevant research articles, with the aid of a list of pre-established questions focusing the students’ attention to the more relevant issues. Depending on the programme and the time available, case studies can be managed with two to four hours of work in parallel sessions with small groups (four to six) of students, followed by a session together. Another learning method is conducting a short piece of research, which, depending on the programme characteristics, can range from developing a short research protocol to a complete research project. It is also important to include appropriate teaching materials such as selected references comprising original research articles, reviews, guidelines, and other scientific and technical documents. Books may also play a role, whether they are general public health textbooks that may contain a chapter on respiratory disease (Detels et al. 2004) or specialized books (Stockley et al. 2007), with some being nicely targeted to teaching purposes (Pearce et al. 1998). The European Respiratory Society (ERS) provides an online respiratory epidemiology course which has been granted six continuing medical education credits by the European Board for Accreditation in Pneumology.

**Evaluation: assessing students’ achievements and teaching performance**

How to assess each student’s achievements is a critical step in any programme. The assessment should be commensurate to the programme characteristic and
should be comprehensive in terms of its different components. Appropriate combinations of written exams, based on either multiple-choice or short questions, plus an evaluation of participation in the case studies and the research work is likely to provide an overall appropriate view of the student’s achievements. Participation in the working groups is difficult to evaluate but considering attendance and using self-rated questionnaires can be useful.
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Chapter 22

Epidemiology of injuries

Eleni Petridou, Patricia Gerakopoulou, and Constantine N. Antonopoulos

Introduction to the epidemiology of injuries

Because epidemiology is the basic science of public health, and injuries are a major public health problem, injury epidemiology should be well represented in the corresponding field, and ideally injury prevention and control should be a priority in the allocation of public health resources. This is rarely the case, however, and the course instructor should try to explain to the students why injury epidemiology has received so little attention and why so few epidemiologists have chosen injury as the topic of their preference.

Epidemiology has been the principal discipline in preparing the grounds for the prevention of infectious diseases, several forms of cancer, and most types of cardiovascular disease. It should be admitted, however, that it has contributed relatively little towards the understanding of the causation and prevention of injuries. The teacher should put forward the following three possible issues, not necessarily mutually exclusive, that could explain the limited success of injury epidemiology in the past.

1. Currently used epidemiologic methods are not as appropriate for the investigation of injury occurrence as for the study of other diseases and causes of death. Many of the component causes of cardiovascular, neoplastic, or infectious disease are identifiable biologic entities, whereas the factors contributing to injuries are frequently of behavioural origin, poorly defined, and inadequately operationalized. In addition, there are distinct differences in the natural history of acute/chronic diseases and that of accidents and their consequences. Moreover, cohort studies, the method of choice in traditional epidemiology, are compromised in injury research by the inability to specify in advance the proximal behavioural or environmental exposures that may have triggered an accident. The course instructor could stimulate interest by asking which is the most appropriate design to estimate the magnitude of the risk in the case of drivers engaged in a distracting activity, such as an intense mobile-phone conversation, while driving. Given that the exposure is of a
transient nature, the case-crossover epidemiologic approach is best suited for studying injuries. In fact, the best information on road traffic injury prevention derives from case-control and case-crossover studies. Similarly, there is now an array of cohort studies that have provided valuable information on the component causes related to injury occurrence. However, case-control studies have inherent limitations in injury research, because instantaneous death, post-traumatic shock, or denial of responsibility on the part of those involved in an accident tend to create serious selection and information bias. These arguments, although legitimate, do not challenge the applicability of the discipline of epidemiology to injury research.

2. Injuries have not been recognized as a major public health problem until relatively recently. The lack of awareness about the magnitude of the public health impact of injuries is intuitively a source of frustration for both injury researchers and health and safety workers. The course instructor could, for example, ask whether students in the class are concerned about dioxin levels in food and then compare that answer with their level of concern on the impact of driving at high speeds; usually there is relatively much less concern about the latter, despite the fact that reducing average speed by 1 kilometre/hour would reduce the number of crashes by 4 per cent whereas quadrupling the average concentration of dioxin in the food would probably have no discernible effect on public health. In addition, the course instructor should point out that the high proportion of injuries among the young has a disproportionately large impact on life expectancy, a fact not immediately recognized by lay people, or even some health professionals.

3. Injury prevention research appears fragmented. Prevention of injuries, particularly of those caused by road traffic accidents, is frequently mixed with strong economic interests and power politics. Safety regulations and aspects of road construction, for instance, frequently overwhelm epidemiologic arguments supported by valid data and plain logic. The course instructor could ask the students to name potentially competing interests in road construction and audit procedures. This introduction, although defensive, may be more effective in capturing the interest of the students than the traditional one, which relies on a description of the magnitude of the injury problem but fails to address the applicability of the epidemiologic methods to injury etiology and prevention (Petridou 1997).

**Teaching objectives**

A course on general injury epidemiology for health professionals is usually of rather short duration. This is mainly because injury epidemiology is much
more specific for time, place, culture, technology, and activity than other branches of epidemiology. Moreover, the epidemiologic process for accidents (events) and injuries (lesions) is generally deductive rather than inductive, because causation of accidents and consequent injuries can be easily conceptualized in the context of the laws of physics and chemistry. Thus, to expand on factual information about when, where, and by what mechanism accidents have been caused in a particular place or at a particular time serves no general course objective.

The overall goal of a short course on the epidemiology of accidents and injuries is to document the importance of this field of epidemiology for the prevention of accidents and consequent injuries (Petridou 1997). More specifically, the course should aim to

- familiarize students with research on environmental or personal risk factors for injuries;
- enable students to assess the relative effectiveness of alternative intervention strategies for injury prevention; and
- enable students to evaluate the quality of health provision services and the impact of therapeutic interventions and rehabilitative processes.

Prevention of accidents corresponds to primary prevention, whereas prevention of death or serious injuries following an accident corresponds to secondary prevention. The overall goals can be accomplished by setting specific objectives. Thus, at the end of the course, the student is expected to be able to

- identify the critical role of injury epidemiology in the prevention and control of accidents and its distinct components;
- use the terms ‘accident’ or ‘injury’ correctly in particular situations;
- provide an adequate description for the causation of accidents in terms of energy transfer;
- name the major classification systems for accidents and injuries;
- describe the sources of data for accidents and injuries, as well as the strengths and limitations of these sources;
- apportion fatal injuries to major etiologic categories;
- delineate the contribution of descriptive data on the circumstances surrounding the accident to the prevention of injuries;
- appreciate the potential of sentinel injury data collection and early warning systems for the identification of hazardous products and the evaluation of injury prevention programmes;
be familiar with the potential of relatively new study designs such as case-crossover or cluster randomized trials and choose the epidemiologic study design that best addresses the working hypothesis;

point out the limitations of traditional study designs when applied to injury epidemiology and recognize the need to take into account complex exposure patterns in the assessment of injury risks;

comment on the strengths and weaknesses of new epidemiologic designs such as the case-crossover design;

comprehend the basic techniques and uses of qualitative research in order to explore attitudes, identify potential barriers to the adoption of safety measures, or gain the depth of understanding required to develop a programme that will actually motivate changes in human behaviour;

rank injuries correctly among other causes of ill health with respect to mortality, morbidity, and potential years of life lost;

distinguish between active and passive safety measures;

explain why human behaviour is frequently implicated in the causation of accidents, although it may not always represent a priority target for the control of accidents;

understand the two basic physical equations that allow the determination of injury severity in road traffic accidents, falls, and other injuries caused by transfer of physical energy;

describe the ten stages that summarize the theory of accident prevention, as conceptualized by William Haddon;

identify the importance of age and gender, occupation, socio-economic status, and nature of leisure or other activities as risk factors for accidents;

distinguish between idiosyncratic accident proneness and accident proneness because of the use of alcohol or psychotropic drugs;

name five transient events that may trigger an accident, and indicate the appropriate methodology for the investigation of the role of such events in accident causation;

provide examples of how an increase of the area of dispersion and a prolongation of the time required for energy dispersion reduce the severity of injuries;

explain why the severity of injuries is not a linear function of the speed of a vehicle involved in a crash;

call upon the simple equations of physics that underlie the role of seat belts and protective helmets in reducing the severity of injuries;
◆ indicate the approximate fraction of corresponding fatality that could be reduced by the use of seat belts, child car restraints, and helmets;
◆ identify at least one major difficulty in conducting an epidemiologic study aiming to assess the role of alcohol drinking on accident causation;
◆ explain why the incidence of home and leisure accidents is grossly underestimated;
◆ indicate whether active or passive safety measures should be a priority in occupational settings; and
◆ present how study results can be translated in injury prevention and control.

Teaching contents

Terminology, classification, and sources of data

Issues of terminology, classification, comparability, and data sources need to be presented, even though it takes an extraordinary teacher to make this presentation without boring the students. To this end, instructors can recall their past experience and prepare case studies in order to emphasize points of interest and assist the students to
◆ define injuries as the consequences of involuntary transfer of energy, as suggested by Haddon (1973);
◆ distinguish the term ‘injury’ from ‘accident’, as the latter term overestimates the role of chance and discourages efforts to identify risk factors for injuries (Langley 1988);
◆ differentiate unintentional injuries from intentional injuries, namely, injuries caused by violence or which are self-inflicted (including suicides or suicide attempts).

become familiarized with widely used classification systems describing the conditions of injurious events; such systems include the supplementary classification of external causes of injuries and poisonings described in the World Health Organization (WHO) International Classification of Diseases (currently in its tenth revision; see <http://www.who.int/classifications/icd/en/>), as well as classification systems used for prevention purposes, such as the Nordic Medico-Statistical Committee (NOMESCO; NOMESCO 1996) and the International Classification of External Causes of Injury (ICECI; see <http://iceci.org/>). Lastly, scales should be presented which focus on the extent of anatomic damage (e.g. the Abbreviated Injury Scale (AIS), the Injury Severity Score (IBS), and the New Injury Severity Score (NIBS)), focus on the functional severity of
a trauma (e.g. the Revised Trauma Score (RTS) and the Glasgow Coma Scale (GCS)), or combine anatomic location and the functional severity of trauma (e.g. the Paediatric Trauma Score (PTS); Baker et al. 1974). Students should be reminded that correct and detailed classification is a prerequisite for:

- the comparability of data between and within countries;
- the assessment of time trends;
- the evaluation of preventive efforts; and
- the identification of hazardous consumer products.

The comprehensiveness of data on death from accidents is dependent on documentation recorded in death certificates or coronial records. The course instructor can ask the students: ‘Do you think that this data is always reliable?’ The answer is that it may not have sufficient detail, particularly with respect to the place where the accident occurred, and that there can be over- or under-reporting generated by the misclassification of suicides as accidental deaths, or when there is a long delay between an accident and the subsequent death. Even among the European Union member states, there may be a variable time limit to assign a hospital death to an injury. Thus, when the death occurred, for example, within a week of the accident, this accident is likely to be considered as the underlying cause of death, whereas another adverse condition may be cited as the underlying cause when the death occurred much later after the accident.

In contrast to mortality statistics, morbidity data, including that derived from hospital admissions, are generally of limited reliability, with the exception of that derived from hospital statistics in Scandinavian countries, New Zealand, some states in Australia, and some provinces in Canada, as these areas employ a unique identifying number system which allows data linkage. Even in these areas, however, accidents not requiring hospitalization are inadequately recorded. In many countries, there is now a trend to establish large databases covering all types of injuries that require hospital contact, although not necessarily hospital admission. Such databases are invaluable when the total dimensions of the injury problem need to be evaluated and when hospital statistics are unreliable or of questionable validity (Christoffel and Gallagher 1999).

**Descriptive epidemiology**

The course instructor should highlight the following points:

1. Injuries represent the third most common cause of death in the developed countries, following diseases of the circulatory system and malignant neoplasms.
2. Injuries are responsible for as many or more years of life lost as cardiovascular disease and malignant neoplasms are, because the latter two categories generally affect older people, whereas injuries are concentrated among younger population groups.

3. Road traffic injuries are the eighth leading cause of death globally and the leading cause of death for young people aged 15–29. Current trends suggest that by 2030 road traffic deaths will become the fifth leading cause of death unless urgent action is taken. Eighty-eight countries have reduced the number of deaths on their roads but the total number of road traffic deaths remains unacceptably high at 1.24 million per year (WHO 2013).

4. Mortality rates from accidents are twice as high among men compared to women, and mortality by age follows a typical pattern (Baker 1992).

5. In proportional terms, more than 50 per cent of fatal injuries are caused by road traffic accidents, about one-third from home and leisure accidents, and 10–15 per cent are occupational in nature.

6. Fatal accidents represent the peak of the pyramid that depicts the magnitude of the injury problem. Every case of fatal injury corresponds to about 30 cases of serious injury that require hospitalization and may lead to permanent disability, and about 500 cases of injuries that require some form of medical attention.

7. In developing countries, injuries account for approximately 9 per cent of mortality and morbidity, with the majority of injuries due to violence (self-inflicted and interpersonal) and road traffic injury.

**Etiologic considerations**

Injuries are caused when energy is transferred to the human body at a rate and density that exceeds the resistance of human tissues (Robertson 1992). Human behaviour, however, can be a critical determinant of the frequency and severity of injuries, by affecting the frequency and the duration of exposure to various sources of energy as well as the rate and density of energy transfer in susceptible individuals. Indeed, most accidents have multifactorial etiology, and their prevention or the reduction of severity of the resulting injuries can be accomplished through intervention at either the medium by which energy is transferred or by changing the behaviour of the susceptible individual and thus reducing the frequency or duration of exposure to the source of energy. The course instructor can refer to the serious consequences for car occupants following a crash and prompt a discussion on how such consequences can be avoided through a change in the behaviour of the driver (so that the probability
of an accident is reduced) or through passive protection measures built into the car and aimed at ameliorating the consequences of the accident.

The multifactorial etiology of accidents is not conceptually different from that of most diseases. It is instructive to point out the existing parallels, for example, the etiologic sequence of an agent (be that *Plasmodium vivax* in the case of malaria, or kinetic energy in the case of a fracture) that via a vector (be that a mosquito or a motor vehicle, respectively) and following an exposure event (be that a mosquito bite or a car crash, respectively) results in human damage (malaria or a fracture, respectively). In all instances, prevention can be accomplished by focusing on the etiologically interacting factor that appears more amenable to some form of intervention. A prime example that can be used by the instructor is childhood poisoning with aspirin, because of the number of factors acting in conjunction. The normal curiosity of babies, prompting them to taste everything they touch; the accessibility of pills when they are not packaged in childproof containers; the appealing colour of children’s aspirin; the large number of pills in each package; and careless parental behaviour (e.g. leaving medicines and other dangerous chemicals in easily accessible places, and lack of supervision) are in this case the constellation of responsible factors that can be depicted by a triangle: the poisoning agent (aspirin), the host (the child), and the environment (e.g. container, storage, supervision, etc.).

In that instance, it is difficult to allocate degrees of responsibility to individual factors, even when the other interactive causal factors remain constant. Therefore, the primary objective of epidemiologic research towards the prevention of injuries relies on the recognition of the multifactorial origin of injuries and the identification of the ‘weak link’ in the causal sequence. The use of safe packaging that precludes easy opening by toddlers can solve the problem to a very large extent without attempting to change behavioural interacting factors that are known to be difficult to modify. This is why there is a general tendency to implement passive prevention measures, which are essentially technological, rather than active prevention measures, which focus on behavioural modification. Examples of passive prevention measures are the use of childproof packaging for medicines and chemicals, the use of balcony fences that are sufficiently high and dense to restrict toddlers from falling from a height, the installation of smoke alarms, and the regulation of thermostats so that hot water burns can be avoided. It should be emphasized, however, that most accidents involve man-made factors, whether in connection with motor vehicles, highways, poisonous chemicals, consumer products, or swimming pools. In fact, the environment that causes injuries is the one that has been created by mankind; in this sense, it can also be redesigned to be safer (Christoffel and Gallagher 1999); for example, devices such as the nasal continuous positive airway pressure pump, used by
patients suffering obstructive sleep apnoea syndrome, are effective in preventing road traffic accidents (Antonopoulos et al. 2011).

It is also important to understand that the recognition of the multifactorial origin of accidents and subsequent injuries relies on accurate and precise measures of risk. Considerable efforts are being undertaken to improve the quantity and quality of data used in accident prevention research; consequently, analyses have become increasingly complex and insightful, enabling the identification of important associations not possible by analysis of numerator-based data alone. One such improvement, albeit nascent, is the measurement of episodic person-time exposure. For example, Ballesteros and Dischinger (2002) found that, among young drivers in the US, the crash rate per driver, unadjusted for exposure, was highest for 16-year-olds (155.7 crashes per 1,000 drivers) and lowest for 20-year-olds (85.2 crashes per 1,000 drivers), a rate ratio for the two age groups of 1.8. However, when the rates were adjusted for exposure, namely, vehicle miles driven, the rate ratio increased nearly fivefold, to 8.4. This finding suggests that experience, rather than age, may be more important in predicting the probability of motor vehicle crashes. Clearly, understanding person-time exposure can improve our understanding of risk.

A qualitative approach towards injury epidemiology

Quantitative research remains the primary and fundamental path for acquiring data on both the causation and prevention of injuries. Given that injury epidemiology is a multidisciplinary field and that injury prevention relies both on passive prevention measures and human behaviour, health professionals and practitioners are expected to have a basic understanding of the concept and applications of qualitative research if they are to practice injury prevention. Thus, the course instructor should attempt not only to convey to the students the knowledge and skills required to distinguish between quantitative and qualitative techniques but also how to apply the appropriate methodology for the aims of their study. An example of a short syllabus follows.

1. ‘What techniques are used for collecting data in qualitative research?’
   Mainly, these techniques comprise in-depth interviews, focus groups, observation, case studies, and life story and biographical approaches. These designs have traditionally been employed in the social sciences and relatively recently they have also been included in the research agendas of health-care professionals and injury prevention investigators.

2. ‘What is the difference between qualitative and quantitative research?’ In contrast to the assessment of a relation between exposure and outcome and the quantification of effect estimates, qualitative approaches as a rule are
aimed at exploring ‘research questions’ about peoples’ experiences and perceptions, to come up with the essence of meanings and understand how particular phenomena are generated in particular contexts. Thus, qualitative studies seek answers to questions about the ‘what’, ‘how’, and ‘why’ of a phenomenon, whereas quantitative studies seek answers to questions about ‘how many’ or ‘how much’. If the study objective is, for example, to explore what the attitudes of adolescents towards helmet use are, it would be more appropriate to use a qualitative method to elicit in-depth understanding of the reasons. If, on the contrary, the study objective is to assess how many adolescents wear a helmet while riding a motorcycle, a quantitative method would be more suitable. In other words, the basic goal of qualitative studies is to explore and to comprehend profoundly a phenomenon, rather than to measure it (Green and Thorogood 2006).

3. ‘How is data analysed in qualitative research?’ Qualitative and quantitative approaches also clearly differ in terms of how the data are analysed. Quantitative research requires the reduction of phenomena to numerical values in order to carry out statistical analyses. By contrast, qualitative research involves collecting data in the form of naturalistic verbal reports, and the analysis conducted on this is textual. Qualitative studies typically analyse words, not numerical data, and the main purpose of such analysis is to identify patterns and ‘themes’ across language and within a range of theoretical frameworks, from essentialist to constructionist and even discourse analysis (Smith 2008).

4. ‘What are the strengths and limitations of the qualitative approach?’ Qualitative research is, by definition, stronger on long descriptive narratives than on statistical tables. Specifically, qualitative methods can elicit rich, contextual data and provide valuable insights into the meanings of decisions and actions; by contrast, the small study samples and flexible design of qualitative research limit significantly the generalizability of the results (Ulin et al. 2005). Moreover, both the involvement of respondents, not merely as subjects but as participants who engage in an active process, and the subsequent interaction between them and the researcher, or even among themselves (i.e. in the case of a focus group study), could endanger the validity and reliability of the study, in quantitative research terms. However, under the qualitative research perspective this approach is considered to be a valuable methodological tool, and both the personal involvement in the communication with the participant and the perceived subjectivity of the researcher are considered necessary prerequisites for acquiring rich data and producing insightful data analysis (Smith 2008).

5. ‘Can qualitative studies be considered the opposite of quantitative research?’ The course instructor should emphasize that not only are these approaches
not opposing but in fact they can be used to supplement each other. Different aspects of this complimentary use include (a) starting with a qualitative study in order to explore a particular topic and generate a working hypothesis and then setting up a quantitative study, (b) initiating a quantitative study in order to establish a sample of respondents and/or the broad contour of the field and then using a qualitative study to explore a specific issue with the sample of respondents identified from the quantitative study, and (c) engaging in a qualitative study that uses quantitative data in order to define the results in a broader context.

6. ‘How should the qualitative research approach be taught to injury epidemiology students?’ A primary challenge of teaching traditional widespread qualitative methods of analysis such as interpretative phenomenological analysis and thematic analysis to students new to qualitative research stems from the frequent domination of quantitative methods in the field. Indeed, most students believe that the quantitative approach is the only ‘scientific’ way to do research. When we introduce students to the assumptions and values of qualitative research, we have to make clear that subjectivity and interaction between the researcher and research participants do not produce bias that undermine the research but instead are essential components of good qualitative research practice. ‘Learning by doing’ appears to be the most appropriate way to teach qualitative research. Understanding the application of the method in practice seems to allow space for the theory to make sense.

In addition to learning theory through practice, there are a number of key strategies that can be employed in teaching qualitative analytic methods, including (Braun and Clarke 2013)

- using real, primary data (ask students to generate their own data after determining a research topic and question, designing a data collection tool and all relevant research materials, and obtaining ethical approval);
- illustrating concepts and steps with examples from previous studies, to show students what codes, thematic maps, and coded extracts look like;
- using excellent published studies as examples;
- using a reflexivity exercise—namely, ask students to reflect and note their assumptions and ideas about the research topic;
- demonstrating the importance of coding by using a structured coding exercise;
- using out-of-classroom exercises to expedite classroom learning; and
- demonstrating ‘bad’ practice as it arises.
Complete the teaching with a discussion of theory; namely, discuss the importance of engaging with theory issues such as whether we are working bottom-up from the data or reading the data through the lens of existing theory. In turn, the course evaluation could be based on this plan by asking students to work on their own qualitative research projects, starting from the construction of the research question, the collection of data, content analysis, thematic analysis, and ending with the write-up of their original qualitative study in injury epidemiology.

The theory of accident prevention

In presenting the theory of accident prevention, trivializing the subject by invoking a collection of simple unrelated advisory statements should be avoided, however useful these statements may be. Instead, the teacher should discuss the prevention of accidents in the context of the ten discrete counter-measure strategies, as conceptualized by the late William Haddon, a pioneer in this field (Haddon 1970), and presented in the Haddon matrix (Table 22.1). To this end, various techniques can be employed to reduce accidents, including preventing the build-up of energy, reducing the initial amount of energy, preventing the release of energy, carefully controlling the release of energy, and separating the energy being released from the living or non-living object.

At this stage, it is worth repeating to the students that the transfer of energy causes injuries to susceptible individuals and noting that the transfer of mechanical energy is the most common mechanism of injuries. Indeed, the transfer of mechanical energy causes both falls and road traffic accidents. Students are

<table>
<thead>
<tr>
<th>Table 22.1 The Haddon matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Human factor</strong></td>
</tr>
<tr>
<td>Pre-event</td>
</tr>
<tr>
<td>Event</td>
</tr>
<tr>
<td>Post-event</td>
</tr>
</tbody>
</table>
usually eager to learn how to quantify the expected energy transfer and thus estimate the expected damage. Students should be reminded of two basic equations in physics: \( E = \frac{1}{2}mv^2 \), and \( v = \sqrt{2gs} \), where \( E \) = energy; \( m \) = mass; \( v \) = velocity; \( g \) = acceleration or deceleration; and \( s \) = the distance covered under the influence of acceleration or deceleration.

As a result, two cars crashing while moving towards each other at a relatively slow speed of 25 kilometres/hour (~7 metres/second) each confer to their occupants consequences equal to those that would have been created if the occupants were falling from a height of 10 metres (under the influence of gravity, the reference speed should be 25 kilometres/hour \( \times 2 = 14 \) metres/second). Solving the second of the two equations for \( g \) indicates that the deceleration, which reduces the speed to zero, is inversely proportional to the distance covered by an individual during that crash. This is the principle underlying the widely used passive safety measure that consists of the gradual (prolonged) collapse of the anterior or posterior part of the car and which allows the passenger cabin to remain intact.

In a similar spirit, in explaining the risk factors for electrocution, the teacher should invoke the principles of physics regarding electricity. The consequences of electrocution are a function of the intensity of the electric current, which in turn is inversely related to the electric resistance of the body, which is substantially reduced (more than tenfold) when the body is wet.

Risk factors for accidents
There are no risk factors that are important for every type of accident in every population group. In general, however, the frequency and severity of accidents depend on a series of factors such as

- age and gender (men are usually at higher risk, and the risk is higher among the 15–24 year age group and towards the end of life);
- occupation type (construction workers are generally at higher risk) or type of leisure activity (the level of risk is considerably higher among rock climbers);
- the safety coefficient of structures, processes, consumer products, etc., which is a function of legislation, regulations, and safety standards;
- the area of dispersion and the prolongation of the time required for energy dispersion, which are inversely associated with the risk and the severity of accidents (e.g. helmets increase the dispersion of the energy from a crash, whereas seat belts increase both the time for deceleration as well as the spread of the energy over the various parts of the body);
- accident proneness, which may be caused by neurologic diseases or created through the use of psychotropic drugs or by some behavioural patterns
(personality and idiosyncratic characteristics may also indicate a tendency towards risk behaviours and accident proneness);  
- transient high-risk behaviours (e.g. emotional stress, attention detraction via using a cellular phone or changing a radio station, etc.), which dominate the etiology of about two-thirds of accidents (Petridou et al. 1998);  
- genetic and environmental influences, and the exposure to accidental life events (Distel et al. 2011); and  
- sleep-disordered breathing (a relationship between sleep-disordered breathing and depression has been proposed, and screening and quantification of sleep-disordered breathing should be considered in depression research; Cheng et al. 2013).

Although behavioural problems contribute to the majority of accidents, it is not easy to identify individuals at high risk of such behaviours on the basis of a psychological profile. Instead, high-risk individuals should be identified through their tendency to drink or to use psychotropic drugs while driving, or among those who drive very long distances, like truck drivers. The teacher should handle this issue carefully to avoid the stigmatization of a category of individuals who are over-represented in injury statistics. This part of the course also provides an opportunity for the teacher to discuss the merits of targeting high-risk populations versus a whole population approach. It is important to stress the fact that widespread behaviours can be instrumental in the causation of several accidents. At this point, it is also possible to discuss the philosophy behind legal measures that have a strict paternalistic dimension, an issue that has been controversial in libertarian circles: ‘It is not the business of the state to force me to use a seat belt, so long as I do not endanger the life of anybody than myself’ is a hollow but commonly used argument.

It has always been a challenge for investigators to develop formulas that would derive the probabilities of accidents (risks) associated with various occupational or leisure activities while taking into account exposure-related variables. Such formulas are desired by professional organizations as well as insurance companies, although the process of determining the formulas may be considered a distraction for those investigators more interested in findings with a greater potential for the prevention of injury itself.

**Major accident categories**

**Road traffic accidents**

Road traffic accidents (RTAs) are responsible for about 50 per cent of accidents in most developed countries, and a gradually increasing proportion in
developing countries. Thus, they deserve special consideration. The teacher, however, should be careful to avoid sentimentalism and instead concentrate on issues that emerge from the examination of the basic issues related to the causation of injuries. In an RTA, the severity of injuries depends on the deceleration imposed on the vehicle occupants during the so-called ‘secondary’ or ‘human’ stage of the crash. During this stage, the inertial speed of the occupants is suddenly reduced to zero as their bodies crash into the immobilized vehicle. Similarly, the speed acquired by the pedestrians after a vehicle hits them is suddenly reduced to zero as they crash into the road or another immovable object.

Deceleration is a function of the ratio $\frac{v^2}{s}$, where $v =$ velocity and $s =$ the distance covered by the body during the time that the speed is reduced to zero during the secondary crash. The numerator demonstrates why high speeds have disproportionately large consequences, since a crash at 60 kilometres/hour has consequences that are almost ten times more serious than a crash with a speed of 20 kilometres/hour. The course instructor should then try to demonstrate the importance of the following two safety measures.

1. Seat belt use. During the crash of the vehicle (primary crash), the anterior mechanical parts of most modern vehicles are squeezed in such a progressive way that the energy is gradually absorbed. As a consequence, the reduction of the speed of the vehicle to zero is accomplished in a distance of about 30 to 50 centimetres. The car cabin and the belted occupants follow the same trajectory. In contrast, a passenger who is not using a seat belt crashes (because of inertia), with the full original speed of the vehicle, into the anterior part of the car. In this instance, the reduction of the original speed to zero takes place within a distance of only a few centimetres. The consequences of the high deceleration of the body should be obvious. It is clear that seat belts are useful because they force the users to follow the movement of the vehicle and thus allow them to exploit the much smaller deceleration of the primary crash rather than the high deceleration that would have characterized the secondary crash. A seat belt has been estimated to reduce the probability of serious injury or death by about 40 per cent.

2. Availability of functioning airbags. The expansion of the airbag at the moment of crash also contributes to the prolongation of the distance covered as velocity declines to zero. Moreover, the airbag conveys additional protection because the released energy is spread over a larger area. It should be obvious that seat belts, preferably three-point seat belts, and airbags (in passenger cars) should be available for all car occupants.

The teacher should also make sure that sufficient information is provided to the students about
the significant additional protective effect imparted for children riding in
the rear seat of a vehicle by the use of a child car restraint—in fact, the effec-
tiveness of child car restraints in reducing serious injuries and deaths has
been estimated to exceed 70 per cent;

the magnitude of protection imparted by the use of suitable and properly
functioning motorcycle helmets, with the probability depending on the
speed of the motorcycle involved—indeed, helmet use can reduce the risk
and severity of head injuries by about 72 per cent, and the likelihood of
death by up to 39 per cent; and

the substantially advanced prevention of RTAs by the investigation of place
and time variables, namely, place clustering, time periodicity, and time–
place clustering.

It is unfortunate that deductive epidemiology studies are not more frequently
used for road traffic injuries, because small ‘outbreaks’ of injuries may be as
common as outbreaks of infectious diseases. Nowadays, in a number of coun-
tries, ‘black-spot programmes’ are in place, whereby sites on the road network
in which multiple RTAs have occurred are subjected to intense assessments
(road audits) in order to design safety into the road environment.

The emphasis on injury epidemiology in relation to behavioural factors
should not lead the instructor to underestimate the critical importance of tech-
nical factors. These factors refer to vehicles or the road system and may focus on
secondary prevention (e.g. the use of large cars, of seat belts, or of unyielding car
cabins) as well as on primary prevention (e.g. increased visibility, anti-blocking
systems, or elevated braking lights). Research and implementation of these
developments by the contemporary car industry, as well as road auditing, have
a potentially high contribution to the reduction of the RTA toll.

A final but epidemiologically complicated issue is the role of ethanol and rec-
reational drugs in the causation of road traffic injuries. None has the right to
challenge the basic principle that drinking and driving should be separate activ-
ities. Nevertheless, one should also admit that the undertaking of analytic stud-
ies to evaluate the relationship between drinking of alcoholic beverages or
consumption of recreational drugs and driving, especially among the younger
or relatively inexperienced drivers, is methodologically challenging.

Suicide

As suicide is the leading cause of injury-related death in both high-income and
low-to-middle-income countries, the teacher cannot abstain from discussing
this topic, despite the fact that this chapter does not essentially target inten-
tional injuries.
Globally, over the past four decades, the rate of suicide has remained stable, with the rate of suicide three times higher for men (17.6 per 100,000 population) than for women (5.6 per 100,000 population; Australian Institute for Suicide Research and Prevention 2003).

Rates of suicide are high in Eastern Europe, moderate in Western Europe, North America, and the Pacific, and low in Latin America, some South East Asian countries, and the Middle East.

Following the increasing European trends, the rate of suicides and self-harm behaviours among adolescents and youths has increased over 24 per cent from 2007 to 2009. In particular, the Greek Ministry of Health recently reported an increase of 40 per cent in the overall suicide rate, a fact that indicates the role of social and cultural factors such as the economic crisis in the increase of suicides.

Underlying causes of suicide include depression, which is associated with sunlight exposure (Papadopoulos et al. 2005), substance abuse, particularly alcohol, and unemployment (Australian Institute for Suicide Research and Prevention 2003). The identification and treatment of mental illness has been the main strategy for suicide prevention, although it should be noted that there are few strategies reported to be highly effective in reducing the rates of suicide. The teacher needs to emphasize the need for the highest level of evidence (namely, from randomized controlled trials), in order to assess the efficacy of strategies for suicide prevention.

Home and leisure accidents

Home and leisure accidents are extremely common but their low fatality reduces their importance in terms of mortality rates.

A characteristic of home and leisure accidents and of their associated injuries is that their epidemiologic study relies on very limited data in comparison to those available for the study of RTAs.

Until recently, progress in the prevention of home and leisure accidents has relied on descriptive information from case series or even case reports.

Examples of preventive measures that were instituted on the basis of simple descriptive epidemiologic data are usually given by the mechanism of injury; that is, falls and exposure to inanimate mechanical forces, burns, poisoning, drowning and submersion, and contact with heat or hot substances. Examples of such preventive measures can be found in textbooks concerning the epidemiology and prevention of injuries (Baker 1992; Christoffel and Gallagher 1999).
Occupational injuries

Epidemiologic studies on occupational injuries, however imperfect, have converged in indicating that the prevention of these injuries should rely on passive measures and not require special attention or precautions on the part of the worker. The role of epidemiology, in this instance, is to document the existence of excess risk in various types of jobs or activities and to provide risk profiles and attributable risks. The epidemiologic approach does not differ much from that commonly used in occupational medicine (i.e. calculation of standardized ratios or, at a minimum, proportional ratios).

Upgrading injury epidemiology

In developed countries, injuries represent the most common cause of death during the first four decades of life and reduce life expectancy as much as malignant neoplasms and cardiovascular disease. Likewise, RTAs account for more years of potential life lost than any other specific nosologic entity. Perhaps more importantly, deaths from injuries are at least twenty times more frequent than deaths from AIDS, environmental pollution, passive smoking, ozone depletion, and many other causes that have galvanized social reaction. It is generally accepted that advancements in epidemiology have preceded the curtailment of mortality rates from infectious and cardiovascular diseases and several forms of cancer. It is clear, however, that the epidemic of injuries in many populations remains unabated and there is an urgent need to expand the inductive and deductive epidemiologic investigation of injuries.

Recent advancements in the treatment of traumatic injuries have resulted in significant gains concerning the avoidable fraction of mortality and morbidity due to injuries. For example, based on WHO data and a systematic literature review, it has been estimated that each year worldwide there are approximately 400,000 in-hospital trauma deaths due to traumatic bleeding. If patients received tranexamic acid (TXA) within one hour of injury, approximately 128,000 deaths might be averted, whereas if patients received TXA within three hours of injury, approximately 112,000 deaths might be averted (Ker et al. 2012). On the other hand, methods for evaluating knowledge-transfer and exchange interventions will offer great benefits in the new epidemiological research era (see Kramer et al. 2013 for a description of such a method, which is based on a synthesis of the theoretical frameworks underpinning (1) the promoting action on research implementation of health services model, (2) the transtheoretical model of change, and (3) a model of knowledge use). In addition, interdisciplinary studies in epidemiology, sociology, and social psychology may further contribute to the understanding of the cultural, socio-economic,
and psychosocial aspects of injury, since culture and the modern way of life both are produced in and reproduce an environment of ambiguity about risk and safety related to the figured consequences of modernity and the challenges of the postmodern ‘risk society’ (Beck 1998).

**Course evaluation and students’ assessment**

For lower-level students, a demonstration of the ability to recall basic data of general applicability, especially for study design, and the ability to link particular preventive measures to Haddon stages and basic laws of physics should represent adequate evidence that they have met the course objectives. A series of multiple-choice questions distributed to students for self-evaluation and subsequently discussed in the class provides an opportunity to refresh the recently acquired knowledge. Short essays or multiple-choice questions could assist in the overall assessment of the students at the end of the course.

Advanced-level students can be evaluated via the submission of a study design to investigate the role of a particular condition or activity in the causation of accidents. Alternatively, students can be involved in the preparation of a case study and describe issues associated with the assessment of an intervention project. In particular, for qualitative research methods, students may be asked to work on their own qualitative research projects while being assessed step by step in all research phases, particularly with respect to interviewing, content analysis, and the write-up of their original study. The process will be challenging for the student and, in some cases, even for the instructor, as injury epidemiology is full of subtle and complex issues.
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Introduction to dental epidemiology

Most dental students are introduced to their future profession through courses that reward reproduction of factual information on topics such as anatomy, dental materials, and biochemistry. Later in the curriculum, they undergo comprehensive clinical training with the aim of acquiring technical expertise and becoming precision mechanics. These characteristics of their training, with an emphasis on technical details, tend to shape dental students more as passive learners rather than as inquisitive, active learners who adopt the scientific paradigm in medicine and dentistry. In addition, these features also tend to affect the views of the students on dentistry and on their future role as carers for the individual or even specific parts of the oral cavity. However, epidemiology is concerned with the study of health and disease in populations, where the group—not the individual—is the focus of interest. Unlike the biological and clinical sciences, epidemiology is a discipline based on logical deduction and scientific reasoning. It is therefore not surprising that dental students tend to find epidemiology more difficult than the core clinical topics, just as many consider epidemiology and biostatistics as topics at the fringe of their future role as practising dentists.

The overall aim is to provide the students with the necessary theory and tools to become true professionals, that is, critical and theoretically informed individuals within their particular field. Ideally, we would like to use teaching and learning strategies that combine the best of traditional modes with more recent approaches that shift the emphasis from the teacher to the student, hence providing a meaningful context for learning and promoting self-awareness of the learner, with the teacher facilitating (rather than directing) the whole process. The long-term aim is deeply rooted in a belief that contemporary professionals need the skills of lifelong learning and the ability to deal with uncertainty and value conflicts. However, we acknowledge that this approach is best suited for active learners and seems less compatible with the current reality of predominantly passive learning in the undergraduate dental curricula; however, it can
be easier tailored to postgraduate degrees in dental disciplines, particularly those that have a strong epidemiological element (e.g. MSc courses in dental public health). Undergraduate dental students are primarily considered consumers of research whereas postgraduate students are also potential or actual producers of research. This leads us to focus primarily on clinical epidemiology for the undergraduate dental student level.

For both undergraduate and postgraduate teaching, we would like to stress the importance of a comprehensive study guide that will assist students in their learning. By specifying learning outcomes, a good study guide indicates what should be learnt and helps students to set their own objectives and plan their learning. It should contain the answers to the questions ‘Where are we?’, ‘How did we get here?’, as well as ‘Where are we going now?’ and ‘How will we get there?’ Thus, it provides guidance like a good tutor but without the need for excessive staff–student contact. We strive to design our teaching on the principle of alignment of (1) the curriculum taught, (2) the teaching methods used, (3) the assessment procedures used, (4) the climate created in the interaction with students, and (5) the institutional climate, rules, and procedures that must be followed (Biggs 2003); however, we often have to come to terms with the fact that this can be quite difficult to achieve.

**Teaching objectives**

The objective is to introduce dental students to the basic principles and methods of epidemiology, with a focus on clinical epidemiology as it relates to dental epidemiology in particular. As we consider the undergraduate and postgraduate dental students as consumers of research, we aim at producing critical consumers (Greenhalgh 1998). Therefore, the whole course is influenced by the concepts of evidence-based practice. And, as epidemiology is the most relevant discipline to health-care decision-making (Muir Gray 1997), its teaching should have a critical and central role in the whole curriculum. At the undergraduate level, epidemiology is usually taught in combination with a basic course in biostatistics (Table 23.1), where the students are taught the most frequently used statistical methods in the dental and medical literature (Kirkwood and Sterne 2003).

The biostatistical part consists of lectures and exercises based on textbooks and on data from dental articles or relevant studies. A textbook in biostatistics covers the curriculum and the examination requirements (Kirkwood and Sterne 2003). For the undergraduate teaching of epidemiology, there are several useful introductory epidemiology textbooks (e.g. Bonita et al. 2006) which cover the essentials of epidemiology (e.g. Coggon et al. 2003; Greenberg et al.
The students are introduced to epidemiology as soon as they have understood and mastered the most elementary statistical methods. As the aim is to integrate statistics into the learning of epidemiology rather than to teach statistics as a separate subject, the teaching responsibility should be shared by teachers from or familiar with both disciplines. The key issues of teaching in

<table>
<thead>
<tr>
<th>Category</th>
<th>Parameters and tests</th>
<th>Level of learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exploring, summarizing and presenting data</td>
<td>Mean, median, mode, Gaussian distribution, standard deviation, percentiles, etc.</td>
<td>Understand, master, and interpret</td>
</tr>
<tr>
<td>(descriptive statistics)</td>
<td>Graphs</td>
<td>Understand and interpret</td>
</tr>
<tr>
<td>Making inferences from data</td>
<td>Confidence intervals and hypothesis testing</td>
<td>Understand, master, and interpret</td>
</tr>
<tr>
<td>Parametric statistics</td>
<td>( z )-test, ( t )-test, Pearson's correlation coefficient</td>
<td>Understand, master, and interpret</td>
</tr>
<tr>
<td></td>
<td>ANOVA</td>
<td>Understand and interpret</td>
</tr>
<tr>
<td>Non-parametric statistics</td>
<td>Mann–Whitney rank sum test, Wilcoxon signed test, chi-square test, Spearman's correlation coefficient</td>
<td>Understand, master, and interpret</td>
</tr>
<tr>
<td>Multivariable methods</td>
<td>Mantel-Haenszel's summary odds ratio and chi-square test</td>
<td>Understand and interpret</td>
</tr>
<tr>
<td></td>
<td>Linear regression</td>
<td>Understand and interpret</td>
</tr>
<tr>
<td></td>
<td>Logistic regression</td>
<td>Understand and interpret</td>
</tr>
<tr>
<td>Survival analysis</td>
<td>Life tables (actuarial analysis) and Kaplan–Meier product limit estimates</td>
<td>Understand and interpret</td>
</tr>
<tr>
<td>Measures of disease frequency</td>
<td>Prevalence, incidence rate, cumulative incidence</td>
<td>Understand, master, and interpret</td>
</tr>
<tr>
<td>Measures of association</td>
<td>Incidence rate ratio, relative risk, odds ratio</td>
<td>Understand, master, and interpret</td>
</tr>
<tr>
<td>Standardization</td>
<td>Direct and indirect standardization</td>
<td>Understand and interpret</td>
</tr>
<tr>
<td>The diagnostic matrix</td>
<td>Sensitivity, specificity, positive and negative predictive values</td>
<td>Understand, master, and interpret</td>
</tr>
<tr>
<td>Intra- and extra-examiner variability</td>
<td>Percent agreement, Bland–Altman plots</td>
<td>Understand and interpret</td>
</tr>
<tr>
<td></td>
<td>Kappa</td>
<td>Understand, master, and interpret</td>
</tr>
</tbody>
</table>
epidemiology are presented in Table 23.2. Generally, the focus is on oral health but during plenary teaching the students are also exposed to key areas from medical epidemiology. The emphasis on validity and reliability in the initial sessions lays the foundations for the discussion of bias and confounding, and these are interlinked with the sessions on study designs in epidemiology. Furthermore, critical appraisal of literature is emphasized and practised, where the

<table>
<thead>
<tr>
<th>Table 23.2 Teaching dental epidemiology to undergraduates: key issues</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Issue</strong></td>
</tr>
<tr>
<td>Samples and sampling strategies</td>
</tr>
<tr>
<td>Validity and reliability</td>
</tr>
<tr>
<td>Bias and confounding</td>
</tr>
<tr>
<td>Misclassification</td>
</tr>
<tr>
<td>Diagnostic tests, screening, the diagnostic matrix</td>
</tr>
<tr>
<td>Randomized controlled trials</td>
</tr>
<tr>
<td>The four basic epidemiologic study types:</td>
</tr>
<tr>
<td>cross-sectional studies</td>
</tr>
<tr>
<td>case-control studies</td>
</tr>
<tr>
<td>cohort studies</td>
</tr>
<tr>
<td>intervention studies—randomized control trials</td>
</tr>
<tr>
<td>Measures of disease frequency and measures of association</td>
</tr>
<tr>
<td>Causation</td>
</tr>
<tr>
<td>Confounding</td>
</tr>
<tr>
<td>Control of confounding in design and analysis</td>
</tr>
<tr>
<td>Chi-square test, Mantel–Haenszel’s test, control of confounding</td>
</tr>
<tr>
<td>Multivariable analysis in epidemiology:</td>
</tr>
<tr>
<td>linear regression</td>
</tr>
<tr>
<td>logistic regression</td>
</tr>
<tr>
<td>Oral and dental epidemiology:</td>
</tr>
<tr>
<td>national and international figures and issues</td>
</tr>
<tr>
<td>Descriptive and analytic issues particular to dental epidemiology</td>
</tr>
<tr>
<td>Interpretation of epidemiologic literature</td>
</tr>
<tr>
<td>How to read a paper</td>
</tr>
</tbody>
</table>
extensive use of epidemiological knowledge is highlighted and the hierarchy of evidence is discussed. Indeed, the principles and practice of evidence-based dentistry underpin the whole teaching of dental epidemiology. Proficiency in epidemiology and medical statistics is considered as a core element of *community oral health* (or *dental public health*; the terminology varies across countries and schools but both terms refer in essence to the same discipline).

A proper understanding of the basic theoretical aspects of biostatistics and epidemiology is important. For example, although the students should learn to compute confidence intervals of point estimates, this is usually a trivial exercise when the proper equation has been identified. The conceptual aspect, together with proper understanding and interpretation of a given confidence interval, is far more important. Formulas, algebra, and calculations are thus merely viewed as tools that can be readily accessed once an informed decision has been made about the choice of the appropriate test for a particular problem. All relevant information should be placed on an intranet page made available to the students. Consequently, the focus should be on understanding the uses and limitations of the different statistical methods rather than on accurate calculus.

**Content of teaching**

There are many oral diseases and conditions, but the two most common are dental caries and periodontal disease. Unlike most medical conditions, both these oral diseases are ubiquitous in the sense that virtually all members of the population show at least mild signs of the diseases. In addition to the concepts of prevalence and incidence, these two diseases therefore call for the use of extent and severity measures to describe the number of teeth affected and depth of lesions. However, the teaching of epidemiology should also cover other important oral health conditions such as oral cancer, malocclusions, and dental trauma, which may provide helpful examples for the understanding of key concepts and epidemiological study designs. In addition, such conditions can also be used to discuss related public health aspects, such as determining what would be considered an important public health problem (Sheiham and Watt 2003; Daly et al. 2013).

**Dental caries**

The diagnosis of dental caries illustrates a number of problems common to many diseases. These include defining the characteristics of a disease and evaluating diagnostic criteria and diagnostic methods, including diagnostic test validity, and inter- and intra-observer variation.
Dental caries occurrence can be quantified in several ways. Prevalence estimates have typically been of limited usefulness because they tend to be very high. Under such circumstances, the number of affected teeth or tooth surfaces per person provides more detailed information since it reflects differences in the extent of disease. In dental epidemiology it is therefore common to use disease indices that capture this dimension, and dental caries in the permanent dentition is usually assessed by the decayed–missing–filled (DMF) index. The index represents the count of the number of either decayed (D), missing due to decay (M), or filled (F) teeth (T) or surfaces (S) and expresses the total caries and treatment experience of the individual at the time of observation. The index thus takes into account present decay (D), extracted teeth (M), and treated (F) lesions. Whether the teeth have been treated by extraction or filling is of little concern, as the basic idea behind the DMF system is the principle of adding past and present signs of caries. The chapter by Burt et al. (2008) in a textbook on dental caries offers useful background material for the discussion of the epidemiology of caries.

The DMF index could also serve as a basis for a discussion of the problem of analysing dental data, where non-independent measurements are often made, as a single individual may contribute up to 32 tooth-specific and 148 site-specific recordings of caries for the DMFT and DMFS indices, respectively. Furthermore, the distribution of caries among different teeth and surfaces has been shown to follow a certain pattern, with different surfaces showing different levels of susceptibility for developing the disease (Batchelor and Sheiham 2004). A useful point for a discussion of the many requirements for indices measuring dental diseases is the fact that the recorded disease occurrence comprises treatment components, designated M and F in the index, and that both are strongly dependent on the available dental services and the prevailing treatment philosophy. This is a good opportunity to review the basic definitions of measures of disease frequency and highlight that DMF is not just a measure of caries. This issue also raises conceptual questions in relation to the appropriateness of grouping together past and present disease and provides interesting comparisons with other medical conditions for which treated individuals are not necessarily grouped together with those currently experiencing the condition. Useful information can be obtained by looking at and analysing the DMF components separately, as D is indicative of current disease, M represents past disease treated surgically, and F indicates a conservative treatment approach to past disease. Students may also be asked to provide individual assessments of clinical slides or carry out clinical examinations of each other to illustrate problems such as definitions of lesions, observer variation, and the concept of validity and reliability. Finally, the analytical opportunities that the mouth offers,
such as split mouth trials (because caries occurs symmetrically on both sides of the jaw) or other types of paired designs, should also be mentioned (Vaeth and Poulsen 1998).

The epidemiology of dental caries is also important for demonstrating the links of available information with our understanding of the etiology and control of the disease (Murray 2003). The association between higher levels of fluoride in drinking water supplies and a lower caries experience was initially based on an ecological study. This observation was coincidental to studies investigating the ‘Colorado Brown Stain’ of teeth, or enamel mottling, now known as dental fluorosis. In the course of identifying fluoride as the element common to the water supplies that were associated with mottled enamel, it was noticed that there was less caries in communities with mottling (Dean et al. 1942). These results were used to determine ‘optimal fluoride concentrations’ of drinking waters (Hodge 1950) and were subsequently used as a basis for extensive artificial water fluoridation in many communities in the 1950s and 1960s.

A systematic review has shown that water fluoridation is indeed associated with a reduction in caries incidence and with an increased occurrence of dental fluorosis (McDonagh et al. 2000). A recent review indicated that the caries reductions are more modest in the last twenty years but still substantial (Rugg-Gunn and Do 2012). These findings offer a good basis for a discussion of the public health aspect of epidemiology, as well as equity issues and the health economic aspects of population preventive programmes.

A second large-scale ecological study on dental caries described the effect of wartime food rationing on the decline of dental caries (Takahashi 1961). Overall, there is historical evidence for a strong positive association between the consumption of refined carbohydrates and the occurrence of dental caries (Moynihan 2003). The occurrence of caries doubled between the eleventh and seventeenth centuries and increased dramatically during the late nineteenth century, when duties on sugar were removed. Aside from declines during the First and Second World Wars (Sheiham 1984), dental caries continued to increase until the middle of the twentieth century. The increases and decreases in dental caries that coincided with changes in sucrose consumption were interpreted to show a positive dose-response relationship and were given a causal interpretation. However, since the second half of the twentieth century, a strong trend for a caries decline has been noted (Marthaler 2004), and ecological studies now point to the absence of association (Woodward and Walker 1994) or even negative associations between sugar consumption and caries levels (Downer et al. 2008). These studies present a good opportunity to discuss the strengths and limitations of ecological studies, show their inappropriateness for the establishment of causal relationships, and help students understand the
concept of ecological fallacy. In addition, it is important to pay attention to the issue of causality (Scheutz and Poulsen 1999) and the application of the Bradford Hill guidelines for causal inference (Hill 1965); this can be done for caries but it is also worth attempting it for other important oral health conditions such as periodontal disease and oral cancer.

Data on caries from longitudinal studies can be used to highlight the important properties of these studies through demonstrating the progression of disease across childhood and adulthood, highlighting its cumulative nature, and familiarizing students with the concept of tracking of dental caries with clear and stable trajectories of the disease across the life course (Broadbent et al. 2008). The dramatic decline in dental caries in most industrialized countries also provides a good basis for introducing students to time series survey data and discussing the relative importance of fluoride in different forms, dietary changes, shifts in diagnostic criteria, and changing treatment paradigms. As it is the case for general health conditions, social factors, such as unemployment, poverty, and isolation have a considerable impact on oral diseases. This can be used to highlight the importance of social determinants of health (Marmot and Wilkinson 2006) and oral health (Marmot and Bell 2011) and present the basic concepts of social epidemiology. Because of the fact that many diseases, both oral and general, share common risk factors, this is also an opportunity to address the common risk factor approach (Watt and Sheiham 2012) and demonstrate how epidemiological information can be used to shape health promotion strategies and action (Daly et al. 2013).

**Periodontal disease**

The quantification of periodontal disease poses problems that are similar to those encountered when attempting to quantify dental caries: practically all persons present with at least mild signs of the disease. Consequently, comparison of fractions of the population affected by periodontal disease is of little value. Many attempts to establish periodontal indices have been made but the defining disease criteria remain disputed and periodontal disease diagnosis remains uncertain. Papapanou and Lindhe (2008) and Baelum and Lopez (2013) provide a discussion of the concept of these indices and of how they may have influenced our interpretation of epidemiological periodontal studies and formed dental health-care policies.

The widely held view of periodontal disease as a disease that starts as gingivitis and inevitably progresses to destructive periodontal disease if no intervention occurs has been challenged (Socransky et al. 1984; Papapanou and Lindhe 2008). The main criticism of the old model is the claim that epidemiological information and methods have been misinterpreted (Baelum and
Adult forms of destructive periodontal disease may be characterized by relatively short periods of exacerbation (bursts) separated by periods of remission lasting from a few days to a few years. This burst model necessitates a discussion of the precision of periodontal measurements in order to distinguish measurement error from real change, and this may be used as the basis for a discussion on the diagnostic validity and precision of continuous measurements of tissue destruction. Periodontal data may also be used to highlight regression-to-the-mean phenomena, as non-intervention studies may include repeated measurements of periodontal pockets (or other periodontal outcome measures) at very short time intervals, while intervention studies contain measurements before and after treatment. Due to measurement error and variation, initially higher estimates tend to be lower at a second measurement occasion and vice versa; therefore, using a correlation or regression technique to test the association between change in measurements and initial values may be problematic (Tu and Gilthorpe 2012). This presents a good opportunity to discuss such measurement and analytical issues and illustrate the superiority of the Bland–Altman method for comparisons (Bland and Altman 1986).

A characteristic feature of periodontal disease is the distribution of lesions in affected people. This shows that the periodontal tissues adjacent to the 128 surfaces of teeth at risk are not at equal risk and that the disease does not affect sites at random. This has implications for periodontal disease estimates, since it is common in epidemiological studies to measure disease only at selected sites on a few teeth, a so-called partial mouth recording, which may bias disease estimates. Finally, clinical epidemiological studies of periodontal disease can be used to spark discussions on how misinterpretations and incorrect statistical analysis can lead to major health policy and treatment decisions, hence pointing out to the necessary balance between statistical and clinical significance (Imrey 1986; DeRouen et al. 1995; Addy and Newcombe 2005).

The manifestations of periodontal disease are influenced by different risk factors, some of which, such as stress and smoking, are strongly associated with other general health conditions, such as cardiovascular disease. This discussion thus provides a good opportunity to highlight the importance of the common risk factor approach and the integration of oral health promotion into general health promotion strategies (Watt and Petersen 2012). On a separate point, the association that may be observed between periodontal disease and a number of general health conditions such as cardiovascular disease may facilitate a useful discussion about causal inference, confounding, and ways of controlling confounding (Lockhart et al. 2012).
Screening for oral diseases

The concept of screening is important to discuss in the dental context, since the typically semi-annual routine recall visit to the dentist is a well-known example of a screening examination. Obviously, this provides the setting for a discussion of the scientific basis for screening, the WHO criteria for screening, and the public health aspects of such screening programmes (Wilson and Jungner 1968), particularly as there is insufficient evidence about the value of such routine recall programmes (Beirne et al. 2005). Furthermore, the impact of the less-than-perfect reproducibility and accuracy of the disease detection methods should be discussed and particular attention directed to consequences of the poor sensitivity and specificity of caries and periodontal disease detection methods. Students should be trained in entering hypothetical data into a diagnostic decision matrix in order to calculate and understand the importance of positive and negative predictive values of a diagnostic test, and especially how these values depend on disease prevalence (Hausen 1997). Hypothetical or ‘real’ caries data may be used to construct a curve showing the positive predictive values at different possible prevalence values. The consequences concerning treatment in general and dental caries treatment in particular should be discussed, especially in view of the decline in caries.

Epidemiological information as a tool for planning interventions

Epidemiological methods are used for identifying causes of diseases and establishing priorities for health policy and action. In that respect, the collection and interpretation of epidemiological information on needs assessment becomes crucial for the provision and organization of dental health services. In most settings, oral health needs have been exclusively determined through normative (clinical) need, that is, through clinical assessment by professionals. However, the sole use of clinical need has considerable limitations and cannot appropriately reflect the true levels of need (Sheiham and Tsakos 2007). Furthermore, it is widely recognized that health-care needs may be defined in different ways that do not just reflect the clinical reality. After all, the dental-care needs of an individual are not only defined through clinical status, but also via other factors such as the oral health perceptions and wants of the specific person. Therefore, the socio-dental approach to needs assessment was proposed in order to overcome the limitations of the sole use of normative need assessments, by also gradually incorporating subjective perceptions of the related oral impacts as well as behavioural propensity factors, while considering evidence-based interventions (Gherunpong et al. 2006; Sheiham and Tsakos 2007).
Students can carry out small surveys on people to assess their oral health needs. The gap between normative and perceived needs can be demonstrated by interviewing respondents about their needs. Furthermore, students have the opportunity to come to terms with the non-clinical aspects of oral health and become familiar with subjective measures of oral health status, including oral health related quality of life measures (Locker and Allen 2007). Here, medical sociology and health economics can be integrated by discussing the concepts of health and illness and putting the professional and lay views in a broader context. In addition, the discussion about oral health related quality of life measures could be linked with a methodological discussion about the measurement and interpretation of scores, thereby advancing the already acquired statistical knowledge about presentation and distribution of disease (Tsakos et al. 2012).

Epidemiology should be used to assist in making decisions on priorities and strategies. The concepts of high-risk and population strategies (Rose 1992; Rose et al. 2008) are used to illustrate how epidemiology and policy are interrelated. This is done by applying Rose’s concepts to the current policy debate in dentistry, namely, whether the main emphasis should be on detecting and treating those at higher risk of disease rather than directing resources at the whole community to lower disease levels in general (Sheiham and Joffe 1991; Baelum 2011). The risk approach can attempt to identify either population subgroups (known as the targeted-population approach) or individuals (the high-risk approach).

The advantages and disadvantages of the two approaches can be outlined (Daly et al. 2013). The implication of the high-risk strategy is that one should reach those most in need of intervention. This approach invites the question ‘How can we identify them?’ Based on the fact that most new caries lesions occur in children classified as low risk at baseline, Batchelor and Sheiham (2006) questioned the rationale for the application of the high-risk approach. Another question is the ability of any method of screening to separate high and low risk groups, in terms of sensitivity, specificity, and predictive values. Just as the high-risk strategy requires a scientific basis both in technical matters (methods of identifying those at high risk) and evaluation (validity, effectiveness), the same is true of the whole population strategy.

Rose (1992) has eloquently discussed the scientific basis for the whole population strategy. He draws the distinction between two kinds of etiological questions. The first seeks the causes of cases: ‘Why do some people get caries at this time?’ The second seeks the causes of the incidence: ‘Why do some populations have much caries while in others it is uncommon?’ The whole population strategy attempts to control the determinants of the incidence and is therefore a more radical strategy. It depends upon epidemiological, sociological, and
other kinds of research in order to first identify important determinants of the
diseases in question and then act to change them in the appropriate direction.
This, in turn, is central to the required action needed to tackle oral health
inequalities.

**Teaching methods and format**

The key concepts and items to be taught on an undergraduate level can be
covered during a short-term course (Tables 23.1 and 23.2), while at postgrad-
uate level this can vary according to the specific field of study. For example,
for an MSc in restorative dentistry, there will be a generally limited allocation
of sessions for both statistics and epidemiology, while in a respective course
in dental public health the teaching of epidemiology should cover at least one
whole module and there may be another two modules for statistics (basic and
advanced). The undergraduate course can take place at a specific time in the
curriculum or be integrated into different themes. All teaching material is
distributed to the students before the course starts. The material comprises
relevant scientific articles, questions focusing on important aspects of the
articles, small independent exercises based on real datasets, and one larger
exercise to be completed on an individual basis after completion of the course.
The background material consists of books covering the basics in biostatistics
and epidemiology, and copies of a few relevant publications. To facilitate the
learning process, the core elements of the biostatistics and epidemiology
should also be available on an intranet page made available to the students.
Core lectures should be given during the course. The exercises should be
completed as group work and, after the completion of each exercise, a group
should be selected to present and discuss the answers of the exercise in a ple-
nary session.

**Assessing students’ achievements**

All teachers monitor the students’ achievements throughout the course by
their ability to complete the exercises, the solutions produced by each group,
and their contribution in the discussions. In the final evaluation we test the
students as critical consumers of dental literature by asking each student to
produce a critical review of a scientific report on a clinically relevant problem.
This review is subsequently evaluated with respect to the degree of fulfilment
of the course goals. The described format and teaching methods facilitate
teaching dental students basic statistics and epidemiological methods and at
the same time aim to transform dental students into critical consumers of sci-
entific dental research.
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Introduction to clinical epidemiology

The term ‘clinical epidemiology’ has been interpreted in various ways but the core of the discipline is generally understood to be the application of epidemiological and biostatistical techniques to clinical problems. In contrast to etiologic epidemiology, which focuses on the determinants of disease on a general population level, clinical epidemiology addresses the outcomes of disease and illness in clinical populations. The goal is a practical one: to aid clinicians in their work diagnosing, advising, and treating patients. ‘Evidence-based medicine’ is a related concept, the integration of current best evidence and clinical expertise in the care of individual patients. Thus, evidence-based medicine is essentially the application of clinical epidemiology to the daily work of caring for individual patients.

Teaching objectives

Naturally, the topics covered in a clinical epidemiology course will depend on the level and context in which it is taught. Some students will be medical students or clinicians seeking to better understand the clinical literature and improve their clinical practices. Many of these students will have only a limited quantitative background. For them, a clinical epidemiology course should foster awareness of the epidemiological and statistical concepts that bear on clinical issues, improve understanding of the clinical medical literature, and provide cognitive skills that will help in the care of patients. More advanced students will be budding investigators who want to develop capabilities for clinical research; a course for this group would naturally assume a broader understanding of epidemiology and biostatistics in general. This chapter will focus on the content of the basic course, indicating additional advanced topics, as appropriate.
A basic but fairly comprehensive course should provide the students with an understanding of the quantitative approaches that characterize clinical epidemiology, and include most of the following topics:

- basic aspects of medical measurement—sources of variation and the consequences of that variability;
- measures of disease occurrence and trait/outcome associations;
- an introduction to clinical scales and prediction rules;
- the fundamentals of research design, including the strengths and weaknesses of various observational designs, clinical trials, and the concepts of bias and confounding;
- the application of these designs to clinical problems such as estimation of prognosis and evaluation of treatment efficacy;
- use of probability in the interpretation of clinical tests;
- expected value decision analysis; and
- quantitative aspects of screening and prevention.

More advanced topics within these areas are summarized in the corresponding discussions below. For advanced students, an important goal should be reinforcing rigorous statistical and epidemiological thinking regarding the topics covered.

**Teaching content**

**Quantitative concepts**

It is essentially impossible to teach clinical epidemiology without using concepts of probability and statistics, which are needed to deal with a central reality of clinical medicine: the pervasiveness of uncertainty. This is obvious in risk factor research: even a very strong risk factor (e.g. smoking for lung cancer) does not predict disease occurrence well (Pepe et al. 2004). Similarly, there is uncertainty inherent in clinical associations and decision making: few treatments are effective in all patients, and even some patients with a poor prognosis will do well. In a basic course the relevant quantitative concepts can be reinforced at natural junctures, and elements of a few more advanced biostatistical ideas can be introduced (e.g. survival analysis).

The use of probability is central to clinical epidemiology. A basic concept is risk, the probability of a future event. Risks and rates are distinct but related concepts related to the incidence of a disease or outcome. Estimation of either requires a well-defined numerator that corresponds appropriately to its denominator, as well as suitable consideration of censoring and (for risks) a specified
time horizon. Technical discussions regarding their estimation and inter-
relationships (Morgenstern et al. 1980) are often left to more advanced courses.
Probabilities are also used to describe the prevalence of a condition or disease,
as this is inherently a cross-sectional issue. Nonetheless, these probabilities are
sometimes (improperly) referred to as ‘risks’.

The appropriate use and interpretation of ratio and difference measures of
association is a fundamental topic. Traditional (etiologic) epidemiology generally
uses relative measures of association, while clinical epidemiology, with its
focus on clinical impact, also requires absolute risks, or the difference of risks in
two exposure or treatment groups. This class of statistics is essential for discus-
sions of prognosis and for assessment of the benefits and harms of medical
interventions. For preventive or treatment exposures, the number needed to be
treated is one way to summarize effectiveness of the intervention. This is the
reciprocal of the risk difference and expresses the number of subjects that need
to be treated on average to avoid one end-point event. The number needed to
harm is similarly defined for adverse exposures. Details of the distinctions
between the various types of relative risks (e.g. rate ratios, risk ratios, odds
ratios, prevalence ratios, etc.) can be relegated to an advanced course, as can
treatment of life expectancy and years of life lost (or gained; Wright and Wein-
stein 1998).

Medical measurement
Components of sickness; concepts of biostatistics
The distinction between disease and illness (Taylor 1979) illustrates many fun-
damental measurement issues. The disease (the physiologic or psychological
disturbance underlying the sickness) often has associated numeric measure-
ments (e.g. the area of a stenotic valve). In contrast, the illness (the patient’s
experience of the disease) is often measured with ordinal or nominal assess-
ments. These are difficult measurements: scales will be needed, and, typically,
there is no gold standard. The relationship between disease and the associated
illnesses is imperfect and, with molecular methods of disease detection, the
distinctions are likely to become even wider (Black and Welch 1993). Discus-
sion of labelling (Alderman and Lamport 1990) reinforces the differences
between disease and illness.

Validity and precision; measures of agreement and disagreement
All medical measurements have the potential for variation, some of which is
due to variability in the underlying biology (within and between-person vari-
ation) and some due to the measurement process (measurement variation).
Interpreted tests such as X-rays and anatomic pathology may be particularly
prone to the latter. Some striking examples of disagreement in interpreted tests can motivate consideration of the sources of variation in clinical data. There are some (now dated) papers that have summarized data regarding the repeatability of various clinical measures (Elmore and Feinstein 1992). Stage migration (the "Will Rogers phenomenon"; Feinstein et al. 1985; Black and Welch 1993) is a consequence of variation in staging measurements.

Validity and precision are terms often used to describe the variation (or lack of variation) in measurements. Validity (sometimes referred to as "accuracy") refers to the tendency of data to measure what is intended; statistically, this is lack of bias. Precision is simply the repeatability of the measurement (i.e. small variability). The cardinal characteristic of "hard" data is precision (i.e. repeatability). Regression toward the mean (Barnett et al. 2005) is a common, often unrecognized, consequence of measurement variability. In clinical settings, it can lead to false impressions of treatment efficacy and a distorted understanding of the natural history of disease. Discussion of regression to the mean naturally leads to a consideration of the effects of subject selection and the need for controls, topics that can be returned to during discussions of research designs.

Understanding clinical measurement involves issues of agreement and disagreement between measurements (Bland and Altman 1995). These topics can force a review of some basic quantitative concepts and can also be the occasion for the introduction of new statistics (e.g. kappa statistics). Although the rationale for this measure is fairly easy to explain, its interpretation is not clear when there are more than two observers, if the measurement is not dichotomous, or if the distribution of measurements is strongly skewed (Maclure and Willett 1987). The continuous counterpart, the intraclass correlation, is usually not included in first courses. The term can refer to several quantities but probably can best be used as the ratio of the between-person variance to the total variance of a set of measurements.

After the theme of variability is developed, issues of normal ranges of clinical measurements can be discussed. The term "normal" carries several implications that can usefully be explored: Gaussian distribution, usual value, and desirable value. The idea of a normal test value can be picked up later, during a discussion of clinical testing.

Clinical scales

In medicine, clinical scales are summary measures of a state of disease or health, such as those describing functional status, quality of life, or symptoms. These typically combine several different measurements into a single index. Cancer staging is perhaps the best known example. Other commonly used scales include the Apgar score and the ASA physical status classification system.
Utilities (Sox et al. 2013) are a sort of scale that has particular relevance for decision analysis.

Understanding clinical scales (McDowell 2006) involves many of the measurement issues mentioned above and brings in concepts such as face validity, criterion validity, and construct validity. Often clinical scales will address the illness dimension of sickness; the validation of such scales will require statistics to describe scale coverage, reliability, validity, responsiveness/sensitivity, and calibration (McDowell 2006). These topics, as well a discussion of the construction of scales and utilities (Streiner and Norman 2008), will probably best be left to an advanced course.

Research design

Research designs are considered in detail elsewhere in this volume (see chapter 3). This discussion will consider only those aspects that are particularly relevant for teaching clinical epidemiology. Although all of the classic epidemiologic research designs may be used to address clinical questions, their use may be quite different than in etiologic epidemiology. Cross-sectional studies are not well suited for etiologic investigation but are the design of choice for clinical questions such as the comparison of clinical measurements or studies of diagnostic tests. Case-control studies are less commonly used in clinical epidemiology than in etiologic studies.

There are several design features in which etiologic epidemiology and clinical epidemiology tend to differ. While broad population-based studies are particularly valuable in etiologic research, studies of diagnosis, treatment, and prognosis may easily be and validly conducted in clinical populations. Thus medical databases (see chapter 26) are particularly useful in clinical studies. In addition to investigating disease incidence and mortality, the focus of most etiologic research, clinical epidemiological studies may focus on disease recurrence, quality of life or symptom burden. Propensity scores are often used to control confounding in studies of treatments. In contrast to etiologic studies, confounding is irrelevant to many areas of clinical epidemiology such as risk prediction and diagnosis. What matters is the accuracy of the prediction, not whether there is a causal association with an individual exposure or trait.

There are some biases that are particularly important for clinical epidemiology. A classic example is confounding by indication (Walker 1996), which may occur in the observational assessment of the association between medical treatments and various outcomes. The treatments are generally given for a reason (the ‘indication’), which has an association with adverse outcomes and thus becomes a confounding factor. The idea that use of anti-hypertensive agents is associated with stroke risk is an extreme example. Other biases may occur
because of the selection of patients into particular medical practices or selection associated with hospitalization.

Prognosis studies (Hemingway 2006) are an excellent entry into research design. The natural history of a disease is its untreated prognosis; the clinical history is its prognosis under medical care (Fletcher et al. 2012). A prognosis is essentially a set of probabilities of various outcomes over time, so the fundamental language of prognosis is naturally that of risk. Concepts and techniques of survival analysis will need to be introduced or reviewed:

- the concept of risk as a probability for a person, assessed by the average risk (measured in a group);
- the dependence of event probabilities on the length of follow-up, censoring, and competing risks;
- the limitations of describing survival only over one time interval (e.g. a five-year survival rate) and the advantages of Kaplan–Meier and cumulative incidence curves;
- the desirability of considering prognosis from a defined point in the course of the disease, preferably at the time of incidence (i.e. the formation of an inception cohort); and
- the need to compare the outcomes for patients having a certain disease with some familiar ‘benchmark’—this leads naturally to the concept of controls and cohort studies.

The natural design for prognostic investigation is a cohort study. Unbiased follow-up will be needed for effective comparison of the exposure groups. In contrast to etiologic epidemiology, where the risk factors are often lifestyle factors, prognostic factors are dominated by characteristics of the disease (e.g. stage of tumour, extent of or location of atherosclerosis), its treatment, or its co-morbidities. Case-control studies can be considered as an alternative design for assessing the magnitude of the same exposure/outcome association, but these are far less useful in this context since absolute and attributable risks cannot be directly computed. The limitations of these observational designs need to be considered, including issues of chance, confounding, and study-related bias. The fact that exposures are interrelated in real life sets up the conditions for confounding.

Clinical trials (Machin and Fayers 2010) deserve special emphasis in a clinical epidemiology course because of their importance in clarifying clinical issues of treatment, screening, and prevention. Trials can be seen as a special type of cohort study, with random assignment of the exposure and (usually) a highly organized follow-up. Randomization has an important role as statistical protection against
confounding, even against potential confounding factors that are not measured or unknown. The powerful role of randomization cannot be duplicated with observational techniques such as matching or adjustment. In order to preserve the advantages of randomization, a clinical trial analysis needs to be based on the randomized treatment groups, including in each treatment group subjects that drop out or even cross over to other study treatments. This may seem counter-intuitive or even incorrect but can be explained as the only analysis based entirely on the groups created by randomization. The ‘as-treated’ analysis studies subjects according to the treatments actually used. This introduces observational elements and so is properly a secondary analysis. Even farther from the intention-to-treat approach is the per-protocol analysis, which includes only subjects who fulfil the most important elements of the protocol: those who take only the assigned treatment with a specified level of compliance, are not examined outside the stipulated time windows, etc. The value of a low drop-out rate follows directly; this makes the intention-to-treat analysis and the as-treated analysis very similar.

To the extent that there is non-compliance, the intention-to-treat analysis will usually provide a conservative estimate of treatment effects (Sorensen et al. 2006). Blinding is a second procedure that provides important advantages for clinical trials, these being avoidance of bias in the assignment of treatments (‘allocation concealment’) and in the assessment of end points.

Clinical trials, particularly multicentred trials, are typically relatively formal investigations, with publicized pre-study hypotheses, very detailed protocol and operations manuals, an independent safety and data-monitoring committee, etc. These formalisms can seem bureaucratic and unnecessary unless their role in preserving the validity of the associated study is made clear. This effort will then serve to reinforce many of the basic principles of clinical trial research.

Special types of trials (Machin and Fayers 2010) can be discussed if there is time, or left to a more advanced course. Equivalence trials aim to test whether treatments are essentially equipotent, and often require large sample sizes. Cross-over trials allow each person to serve as a ‘self-control’ and so introduce some efficiencies. Prevention trials can be difficult because they often need to be continued for many years, and the study interventions may be widely available to the participants, leading to crossing-over of placebo subjects to active treatment. ‘N of 1’ trials are occasionally used to identify effective treatments for individual subjects. Cluster trials are useful for comparing health care delivery strategies because the unit of randomization is the clinical unit (e.g. a clinical practice).

Many aspects of clinical trials can be accommodated in observational research. Randomization is essentially unique to trials, although in some circumstances randomness in real life can be taken advantage of. Genes are randomly
assorted at meiosis, creating the opportunity for 'Mendelian randomization' (Lawlor et al. 2008). More commonly, other trial elements can be used to enhance observational studies, including careful choice of study population, blinded ascertainment of outcomes, and organized follow-up (stipulated end-point measurements at predetermined times). These opportunities can be mentioned in basic courses and pursued in more detail in advanced courses.

Findings from clinical trials and observational research are often in broad agreement (Sorensen et al. 2006). However, recent examples of serious discordance include the effects of menopausal hormones on risk of cardiovascular disease, and the purported protective effect of beta-carotene intake on the risk of lung cancer. Examples such as these are very productive discussion points, since they force detailed considerations of the research designs and the manner in which they are implemented. In some cases, differences between clinical trial and observational research may be due to the tendency of the two disciplines to study different things. Many trials aim to investigate the 'efficacy' of the intervention: its effects under more or less ideal conditions, with careful choice of subjects, excellent compliance, etc. Observational studies tend to reflect the 'effectiveness' of the intervention: its effects in the real world, with use in a broader range of patients and variable compliance.

By tradition (though certainly not necessity), several topics of general importance are often presented in the context of clinical trials, including data dredging, generalizability (internal vs external validity), subgroup analyses, and meta-analyses. A discussion of these issues can serve to review important aspects of research design and interpretation for virtually all types of studies.

**Prediction rules**

Clinical prediction rules are structured statistical methods for estimating a probability that a condition is present or the risk of a future disease outcome. Widely used clinical prediction rules include the Geneva rule for estimating the probability that a pulmonary embolism is present, APACHE scores of critical illness, the Gail model of breast cancer risk, and the Framingham risk predictions for cardiovascular disease.

The basic designs that underlie prediction modelling are simple: cross-sectional studies for estimation of disease prevalence, and cohort studies for the estimation of disease risk. However, the derivation of the models can be extremely complex statistically (involving various types of regression modelling, recursive partitioning, etc.). Details will be inappropriate for a beginning course; even a more advanced, general clinical epidemiology course can only touch on that topic. A more accessible—and more important—issue for the
user of a proposed clinical decision rule is its validation (Wasson et al. 1985). The multivariate predictions can be derived on a training dataset and tested on a separate dataset, or evaluated using procedures such as bootstrapping or cross-validation. These matters can also be quite technical (and so unsuitable for a first course) but the underlying principles of validation should be emphasized. A prediction rule constructed in one population will need to be validated (and possibly recalibrated) for use in other populations.

There are two different aspects of the accuracy of prediction rules. Calibration (sometimes referred to as ‘reliability’) refers to the accuracy of the prediction, that is, whether the rule predicts the same proportion of positives in subgroups of the training set and the test set. Discrimination, on the other hand, refers to the ability to distinguish individuals who will have the outcome from those who will not. In theory, a prediction rule may show excellent discrimination but poor calibration, and vice versa. For diagnosis, discrimination is the important parameter. However in other settings calibration may be key: reproducible prediction of disease risks is needed for many clinical decisions. Advanced courses can consider the various measures of discrimination and calibration. The area under the receiver operating characteristic (ROC) curve, a measure of discrimination, is not directly helpful in understanding calibration.

**Diagnosis and testing**

**Overview**

The diagnostic process should occupy a significant proportion of most clinical epidemiology courses, since here the consequences of uncertainty are well known and the advantages of quantitative reasoning are quite obvious (Sox et al. 2013). A brief account of the basics of differential diagnosis is good starting point, to show where qualitative reasoning ends and probabilistic reasoning can begin. The experienced diagnostician uses several qualitative and diagnostic strategies, including pattern recognition and branching algorithms, to narrow diagnostic possibilities and focus on individual diseases. Formal testing theory can inform the pivotal decision of ruling out or ruling in a diagnosis. This approach involves the use of Bayes’ rule to combine test operating characteristics (such as sensitivity and specificity or likelihood ratios) and pre-test probability to estimate a post-test probability. New information (test results) moves pre-test probabilities up or down in a way that accurately reflects the contribution of the new data. As described below, the course should provide beginning students with the ability to understand and distinguish these different types of probabilities.
Estimating pre-test probabilities

Pre-test probabilities can be assessed objectively by observing the frequency of a disease in patients with a clinical findings or using clinical prediction rules. However, in practice, probability estimation is often subjective and based largely on relatively informal impressions of prior experience (Sox et al. 2013). The heuristics (mental shortcuts) that people use to subjectively estimate probabilities are subject to error. The three principal heuristics are representativeness (the more an event looks like a typical case, the higher the assigned probability), anchoring and adjustment (failure to adjust probabilities sufficiently when incorporating new information), and availability (judging the probability of an event by how easily it comes to mind). For these reasons, quantitative estimation of probabilities is preferred when the data exist to support it.

Test operating characteristics

A beginning course should focus on developing a clear understanding of sensitivity and specificity, index test, gold standard test, and the cut-point between ‘positive’ and ‘negative’ tests. A more advanced course can discuss the variation in sensitivity and specificity, how to measure them, and how to deal with uninterpretable test results. The most important bias in estimation of test operating characteristics is test-referral, which occurs when patients with a positive index test result are referred more often for the diagnostic reference standard test than those with a negative test result.

The most basic treatment of testing theory assumes a dichotomous test result. However, most test measurements are fundamentally multichotomous or continuous. Consequently, in many clinical circumstances, ‘normal’ versus ‘abnormal’ will not capture all the information inherent in the test result. Likelihood ratios are convenient summaries of test operating characteristics for these test measurements: the probability of a given test result in persons with the target disease divided by the probability in those without the disease (Sox et al. 2013). An ROC curve displays the sensitivity and (1-specificity) of all possible test results; the area under the curve expresses the inherent ability of the measurement to discriminate diseased from nondiseased patients.

Computing and interpreting post-test information: Bayes’ theorem

Bayes’ theorem yields the post-test probability of a target condition given a particular test result and the sensitivity and specificity of the test measurement. The use of Bayes’ theorem rests on the assumption that the sensitivity and specificity are inherent characteristics of the test, independent of the pre-test probability. A key point is that, with fixed sensitivity and specificity, the post-test
probabilities vary with the prior probability and are not inherent features of the test measurement. This point bears emphasis, with the use of examples in which the disease prevalence is varied and the post-test probabilities change with the prior probabilities. This variation in the posterior probabilities with the prior probability may be counter-intuitive to some clinicians, since it means that the meaning of a positive (or negative) test result (i.e. post-test probabilities) will vary, depending on the clinical circumstances (i.e. the prior probability). There are several distinct clinical settings for the interpretation of a test (e.g. screening, ruling out disease, and ruling in disease). These tend to have different ranges of pre-test probabilities, and different consequences of false-positive and false-negative errors. The final message is that, to rule out disease, a negative result of a very sensitive test will be needed, while to rule in disease, a positive result on a relatively specific test will be required.

For teaching purposes, the discussion of Bayes’ theorem can usefully feature its odds ratio form:

\[
\text{post-test odds} = \text{pre-test odds} \times \text{likelihood ratio.}
\]

In addition to making calculation of the post-test odds relatively easy, this formulation focuses attention on the structure of the diagnostic process, neatly separating pre-test estimates, test operating characteristics, and post-test estimates. It also serves to emphasize the importance of the likelihood ratio in the diagnostic process.

After applying a (dichotomous) test and the diagnostic reference standard to a patient population, a 2 × 2 table may be created, with test results on (say) the rows, and disease status on (say) the columns. Sensitivity and specificity can then be computed from data within separate columns. Data within the rows can be used to compute the probability of disease among those who test positive (the positive predictive value of the test) and the probably of absence of disease among those who test negative (negative predictive value). For this specific patient population, these predictive values equal the post-test probabilities after a positive or negative test, as computed with Bayes’ theorem. These predictive values are empirical numbers, derived from using the test in a particular patient population. These features of the 2 × 2 data are both a strength (no need to assume constancy of test performance) and a weakness (the predictive values apply only to the population studied).

Topics for more advanced courses include mathematical aspects of Bayesian testing (Baron 1994; Sox et al. 2013) and the statistics of ROC curves (e.g. estimation of the area under the curve, the testing of differences in the areas for two different test measurements, and the identification of optimal cut-points between ‘positive’ and ‘negative’ test results).
Screening and prevention

At the onset of a discussion of screening (Morrison 1992; Black and Welch 1993), the instructor should draw the distinction between screening and diagnostic testing: the objective of screening is to detect disease before symptoms occur. Therefore, screening can be considered as the use of a test when the prior probability is very low, a situation that will naturally lead to potential problems with false-positive findings. The distinction between a screening test and a screening programme is also important: the screening programme includes a definition of who should be screened at what frequency, plus systems for bringing individuals to screening, making a definitive diagnosis in those that screen positive, and treating those with the target disorder. It is important to note that screening may lead to overdiagnosis, the identification of disease that will not affect an individual’s health, either because the individual dies first, or because the disease process is so indolent as to be clinically innocent over meaningful time horizons.

A systematic consideration of the components of a screening programme and its evaluation will be important. Important points include the following:

- The target of the screening: illness in the preclinical detection phase. The availability of an effective treatment—one which leads to better outcomes if used in the preclinical phase than later—is a prerequisite for a sensible screening programme.

- The screening test itself. In the screening situation (typically low prevalence of the target lesion), the tension between sensitivity and specificity will be an important issue, often with no crisp resolution. To avoid false-positive results, a screening test should have a low false-positive rate (high specificity). In longer, or more advanced courses, the difficulties of defining the sensitivity and specificity of a screening test can be discussed (Morrison 1992).

- The expected pattern of events after screening. Early detection may simply advance the time of diagnosis without altering the final outcome (lead time bias). This almost inevitable improvement in observed case survival will force consideration of selection into screening, lead time biases, and length-biased sampling.

- The effectiveness of screening. Some students may assume early detection will necessarily be beneficial and even necessarily save money. The potentially negative impact of screening on those who falsely screen negative or those who falsely screen positive will need to be illustrated, as will the possible harms from ineffective treatment. This discussion can lead naturally to cost-effectiveness analysis and expected value decision techniques.
In advanced courses, the observational assessment of screening interventions can be discussed, as well as the computation of the operating characteristics of screening tests. Case-control investigation of screening (Morrison 1992; Cronin et al. 1998) is a particularly challenging issue that involves many quantitative topics.

Discussion of prevention requires only a few additional concepts, including the distinction between primary, secondary, and tertiary prevention. Otherwise, much of the basics of prevention can recapitulate analogous discussions of screening regarding target population and effectiveness. The students will probably enter with biases regarding the inevitable benefits of prevention, and arguments similar to those used for screening can be used to discuss these. On a population level, the fact is that most cases of many diseases develop in individuals at low or moderate risk. The high-risk individuals with the most to gain from prevention contribute little to the population burden of the target disease. This phenomenon points to the ‘prevention paradox’, that is, that interventions beneficial on a population level may not benefit most individuals (i.e. those at low or moderate risk; Rose 1981).

**Expected value decision analysis and economic analyses**

Expected value decision analysis (Sox et al. 2013) is often used to aid expert panels in recommending clinical policies and can in principle be the basis for decision aids for clinical decision-making. It has value in teaching a systematic approach to decisions when the outcome is uncertain, and so may foster clear thinking even if the technique is not explicitly used clinically. Expected value decision analysis is prescriptive (showing how decisions could rationally be made), rather than descriptive (showing how they are actually made). The approach is highly modelled and begins with explicit enumeration of the possible actions the clinician can take and the possible health state outcomes of those actions (e.g. class IV congestive heart failure). The process rests on several assertions:

- The possible outcomes experienced after a decision depend on future unpredictable events. The probability of each potential outcome can be estimated as the product of the probabilities of the events leading to the outcome.
- One can represent the value of a health state by a number (e.g. length of life, utility); the expected value of an outcome is its probability multiplied by its value.
- One may compare decision options according to their expected values (i.e. the sum of the expected values of the outcomes of each decision option).

Figure 24.1 shows how the terms described in these assertions fit together in a decision tree.
Economic analyses incorporate cost issues into expected value decision analyses. The basic idea is to calculate expected outcomes for two measures: cost and value. New concepts that are involved include discounting, direct versus indirect benefits, the perspective of the analysis, and the role of marginal (incremental) analyses. Cost-effectiveness analysis is more commonly encountered than cost-benefit analyses and merits correspondingly greater emphasis. Both are measures of the efficiency with which resources are converted into health outcomes. The basic principle is to compare health-care interventions on the basis of the cost per unit of outcome. The most commonly used clinical measure of outcome is quality-adjusted life years (QALYs), which is equivalent to years of life in good health. Cost-effectiveness analysis is always comparative. The basic relationship is:

\[
\text{cost-effectiveness} = \frac{(\text{cost}_1 - \text{cost}_2)}{(QALY_1 - QALY_2)},
\]

where the subscripts refer to the compared interventions. Thus, the cost-effectiveness of intervention 1 versus intervention 2 is the ratio of the added expected cost of the intervention 2 to the gains (or loss) in QALYs due to intervention 2 relative to intervention 1. An important point of emphasis is that cost-effectiveness analysis does not indicate whether a practice is worth doing; it simply assesses which intervention is the most efficient use of the money.

Decision analysis is a natural entry to sensitivity analysis, an approach that is useful in many research settings. Here, the expected value of each decision option is calculated after substituting different values for one of the model
parameters. If the same decision option has the highest expected value for all values of the parameter, the decision analysis is robust with respect to that parameter.

Molecular and genetic clinical epidemiology

Molecular and genetic methods are being increasingly used in clinical medicine for diagnosis, screening, risk stratification, and choice of targeted treatments. The application of these measurements is generally accommodated well in the framework of diagnosis, prognosis, etc., developed above. However, some of the details of this application can provide interesting issues for discussion of those basic modalities; for example,

- genetic variants of uncertain significance are an example an imperfect gold standard;
- gene penetrance is essentially the prognosis of the genetic variant; thus, studies conducted in genetic clinics bring issues of selection bias;
- very sensitive molecular tests for cancer are likely to introduce stage migration and identify pseudocancer; and
- proteomic and gene expression data have high dimensionality (a large number of predictor variables) and so are prone to overfitting (falsely optimistic assessment of their predictive value).

Teaching method and format: assessment of students

Clinicians who attend a formal classroom course may be borrowing clinical time to attend. Beeper interruptions tend to be common, and students may not be able to attend all sessions because of responsibilities for patient care. The optimum is to require that students turn off beepers and attend virtually all sessions. The reality is that this may be impossible. As a consequence, building some redundancy into formal courses for these students is useful: material presented in class can be obtained with readings, etc.

Once the readings have been assigned and the theory is presented, application of the concepts to clinical problems should be stressed. As a preliminary, however, simple exercises that review the basic concepts might be introduced, including simple true/false questions about the concepts, etc. The bulk of the exercises could then include clinical scenarios or critique of articles.

Discussion of the limitations of ‘naïve’ (non-quantitative) approaches to clinical problems is important for three reasons: to reinforce the quantitative concepts themselves, to highlight the clinical relevance of the discipline, and to help
motivate students from purely clinical backgrounds. Examples of these discussion points include errors or confusion engendered by

- reliance on numerator data alone for conclusions that require risks or rates;
- confusion between relative and attributable risks;
- confusion between statistical and clinical significance;
- failure to anticipate a low positive predictive value in the setting of low disease prevalence;
- reliance on a poorly validated clinical prediction rule; and
- choice of a treatment option that has low expected utility.

In many ways, teaching clinical epidemiology solely in classroom courses removes the discipline from its natural context. An ideal is the incorporation of clinical epidemiology into routine clinical teaching. A complete basic methods course is probably not feasible in the context of the usual menu of medical conferences. Nonetheless, with an active and suitably trained faculty, clinical epidemiological concepts can be reinforced during the usual medical conferences and teaching rounds.

Evaluation of learning in a clinical epidemiology course can proceed through a variety of paths. Particularly useful are critiques of articles dealing with the concepts covered, or solutions to clinical scenarios. Advertisements in medical journals often provide interesting and timely examples of material for interpretation in these exercises.

**Teaching resources for clinical epidemiology**

McMaster University maintains an active programme regarding the teaching of evidence-based medicine and offers periodic courses for teachers (<http://ebm.mcmaster.ca/>). In addition, several media sources can provide relevant teaching materials. The American College of Physicians (ACP) Journal Club provides summaries and sophisticated interpretations of recent articles (<http://www.acpjc.org/> (fee required)). With suitable methodological critiques, these can be used as teaching examples, or (without the critiques) as exercises.

Several websites have been developed that incorporate potentially useful material. These include the following:

- the ‘Supercourse’ website (<http://www.pitt.edu/~super1/>), which contains complete lectures (with slides), some of which address topics in clinical epidemiology;
- the website of the Oxford Centre for Evidence-Based Medicine (<http://www.cebm.net/>), which contains online summaries of many clinical epidemiology topics, as well as some useful examples;
the epidemiolog.net website (<http://epidemiolog.net/>), which contains links to online texts, courses, and other teaching resources; and

the Cochran Collaboration website (<http://www.cochrane.org/>), which has modules for training, plus information regarding hundreds of formal meta-analyses.

In addition to the books quoted in this chapter, beginning students in clinical epidemiology might find the following books useful:


**Conclusion**

Since clinical epidemiology involves research design and statistical analysis, it could incorporate much of the field of epidemiology in general. This breadth is one of the challenges that confront teachers in this field. Arguably, the best resolution is to recognize that a clinical epidemiology course is not primarily a course in epidemiological study design; focus on the important clinical topics (prognosis, diagnosis, treatment, and clinical trials) will also be important.

The backgrounds of the students may leave the instructor with additional challenges: some courses may involve both clinicians who have little quantitative background and epidemiologists or statisticians with almost no clinical experience. In this situation, it may be particularly difficult to keep the different types of students challenged and interested, and not overwhelmed or bored. A focus on the clinical part of clinical epidemiology will help motivate clinical students while the technical concepts appropriate for students with quantitative backgrounds are discussed.
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Chapter 25

Study of clustering and outbreaks

Paul Elliott and Anna Hansell

Syllabus

1. Introduction to the study of disease clusters and clustering.
2. Cluster investigation and statistical appraisal.
3. Interpretation, potential confounding, and bias.
4. Introduction to the practicals and case studies.
5. Practical/case study 1: anophthalmia in England and Wales.
6. Practical/case study 2: estimation of the SMR.
8. Practical/case study 4: follow-up study using routine data.
9. Group presentations and discussion.
10. Assessment.
11. Summary and lessons learnt.

Introduction to studying clustering and outbreaks

This chapter is concerned with understanding the principles underlying the detection and investigation of possible clusters of disease, and the extent to which they might contribute to knowledge on potential environmental causes. The focus is on the investigation of outbreaks of chronic disease, or at least outbreaks potentially related to chronic exposures to environmental pollutants. The investigation of acute outbreaks, including of infectious diseases (such as food poisoning), in general requires a different approach.

The issues covered in this chapter would usually be considered part of postgraduate training in epidemiology or public health. However, the topic has general interest and would be suitable for teaching to an undergraduate audience with a quantitative background and an interest in health and the environment. Accounts of the area are given in Elliott and Wartenberg (2004) and Elliott and
Savitz (2008), and general considerations are covered in public health guidelines for cluster investigation, such as that from the Centers for Disease Control and Prevention (1990).

**Teaching objectives**

The teaching objectives are summarized as follows.

- Describe the context within which claims of disease clusters arise.
- Explain what is meant by a disease ‘cluster’ so that the students are able to define it in statistical or causal terms.
- Explain the distinction between a single disease cluster and a tendency for disease ‘clustering’.
- Explain the importance of random variability in helping to determine spatial and temporal patterns of disease, especially involving small populations and small numbers of cases.
- Ensure that the students are aware of the data issues that affect interpretation of possible disease clusters, including those associated with the cases (numerator), the population at risk (denominator), and geographic linkages between the two.
- Explain the concept of the standardized mortality or morbidity ratio (SMR) and describe how this is often used in the initial assessment of a possible disease cluster.
- Stress the importance of potential confounding, especially that due to socio-economic factors.
- Describe the nature of and potential for bias in disease cluster studies.
- Describe what steps are required in a cluster investigation and when further investigation may be appropriate.

**Teaching content**

In line with the above objectives, the course should cover the following topics:

1. context of the reporting of disease clusters;
2. definitions of a disease cluster;
3. random variability;
4. initial investigation and statistical appraisal; and
5. interpretation, potential confounding, and bias.

Each of these is now discussed in turn.
Context of the reporting of disease clusters

It is important that students are aware of the key trends in disease occurrence over the last century so that they can put the reporting of disease clusters in proper context. The declines in the major infectious diseases, and increases (and later declines) in coronary heart disease and lung cancer in the UK, US, and other developed countries are largely related to improvements in hygiene and standards of living, and more recently to lifestyle, diet, and smoking patterns. These might be characterized as the internal environment, while public attention has focused increasingly on the possible health impact of the external or physical environment. This includes ionizing or non-ionizing radiation, emissions from local industry, or perceived threats from contaminated land, the water supply, or waste disposal.

These issues can usefully be discussed with reference to the WHO’s Global Burden of Disease Project, which looked at the attributable mortality and disability adjusted life years (DALYs) in 1990 and 2010 for sixty-seven risk factors. The project participants estimated that the five leading risk factors are high blood pressure, tobacco smoking, household air pollution, a diet low in fruits, and alcohol use (see Fig. 3 in Lim et al. 2012). Quantified attributable risk fractions differ depending on the disease being considered. The students should be invited to make their own ranking before comparison is made with those from the Global Burden of Disease Project.

Public concern is often accompanied by suspicions of disease excess in the local community—so-called cluster reports. These are often picked up by the media; examples can readily be found to illustrate the point.

Definitions of a disease cluster

Clearly, it is important to discuss with the students what is meant by the term ‘disease cluster’. Knox (1989) suggested three alternative definitions (Box 25.1).

With the first of these, little weight can be placed on any particular local excess, as there is a general tendency for the disease itself to clump over space. An example is Hodgkin’s disease (Alexander et al. 1989), implicating a possible infectious etiology for that condition.

The second of Knox’s definitions is purely statistical and does not deal with the question of possible etiology but is the approach taken in surveillance. The problem of how to set the boundaries that determine ‘sufficient size and concentration’ needs to be discussed with the students: if the threshold is set too low (i.e. high sensitivity but low specificity), large numbers of ‘false-positive’ clusters are bound to occur. Neutra (1990) addresses these issues (see ‘Group discussion and debate: Rothman versus Neutra’). Richardson et al. (2004) give
both a useful summary of the statistical issues and worked examples with regard to sensitivity and specificity of disease mapping studies, which are closely associated with detection of disease clusters.

Knox himself preferred the third definition, as it relies on some notion of causation. He also posed the fundamental question underlying any cluster investigation: ‘Is it real?’

Students should be made aware of a potential, well-recognized pitfall in cluster investigation: the ‘Texas sharpshooter effect’, which relates to choice of the geographical or temporal boundary of a cluster post hoc (i.e. after seeing the spatial and/or temporal distribution) so as to maximize the density of cases. This relates to a joke that the Texan sharpshooter first fires his bullet and then draws the target around the bullet hole (Olsen et al. 1996).

**Random variability**

A key issue for the students to understand is the nature of random variability. First, there is a vast (often unacknowledged) problem of multiple testing in cluster studies, since to arrive at a single apparent ‘cluster’ in a given area and time period, a large number of observations (‘tests’) are potentially made—over thousands of small areas, different time periods, disease categories, age and gender groups, and so on. Second, for rare diseases in small geographic areas, or over short time periods, the expected number of cases is low, leading to large random variability.

Clearly, the combination of multiple testing in one direction only (high values of the relative risk) and small expected numbers will lead to the reporting of

---

**Box 25.1 Definitions of a disease cluster according to Knox**

A cluster is/is not:
- a geographically and/or temporally bounded group of occurrences—of a disease already known to occur characteristically in clusters;
- of sufficient size and concentration to be unlikely to have occurred by chance;
- related to each other through some social or biological mechanism, or having a common relationship with some other event or circumstance.

many ‘false-positive’ clusters. Students need to appreciate that distinguishing between false-positives and any true increase in risk (‘Is it real?’ in Knox’s terminology) is at the heart of cluster detection and investigation.

**Initial investigation and statistical appraisal**

Protocols from the US Centers for Disease Control (1990) and Drijver and Melse (1992), as well as other protocols available on the European Surveillance of Congenital Anomalies website (<http://www.eurocat-network.eu/clusterinvestigationprotocols>) give good accounts of the approach to a cluster investigation and are useful as a basis for group discussion. It is important that the students are aware of the steps in a cluster investigation and have an understanding of the key issues. The steps (see Elliott and Wakefield 2001) include the following:

1. form a hypothesis;
2. select the geographic region(s) and time period(s) for study;
3. assemble and check the data;
4. obtain an estimate of risk;
5. write a report and feed back the results; and then
6. end the study or pursue further investigation, as indicated.

Most guidelines also cover the development of a communication strategy with the communities and people affected at an early stage of the investigation.

Key points for discussion include

- differentiating between a priori and post hoc observations (the latter are notoriously difficult to evaluate as statistical testing is formally invalidated);

- the importance of data checking, as many apparent clusters may simply reflect anomalies in the data (e.g. see ‘Denominator issues in the study of clustering and outbreaks: Dalgety Bay in Scotland’ for a case study where census estimates in an area of rapid growth gave biased risk estimates);

- the case definition used, which may need review as the investigation proceeds (a specific rather than a sensitive definition is likely to be the most useful);

- the problem of ‘boundary shrinkage’ which may accentuate estimates of disease risk (according to Olsen et al. (1996), the more narrowly the underlying population is defined, the fewer will be the number of expected cases, the greater will be the estimate of the excess rate, and often the more pronounced will be the statistical significance);

- calculation of a risk estimate (for example, the SMR), which is often obtained by comparing the observed numbers of cases in areas near and more distant
from a point source (or in high and low pollution areas), with the numbers expected based on the age and gender distribution of the population, using indirect standardization (Aylin et al. (1999), in an appendix, give details of the calculation of the SMR in the context of disease clusters and small area disease mapping, whereas Breslow and Day (1987) discuss the properties of the SMR more generally; see ‘Estimation of the SMR in the study of clustering and outbreaks’ for a worked example);

- specialized statistical tests for clustering are available (e.g. Moran’s I, the Cuzick–Edwards test, Stone’s test, and spatial scan statistics (for which SaTScan freeware is available; <http://www.satscan.org>), although these are generally not indicated in initial investigations of cluster reports (in addition, a significant statistical test alone cannot ‘prove’ the presence or absence of a cluster and different tests may give different answers);

- the importance of potential socio-economic confounding, which can distort estimates of disease risk (Jolley et al. 1992);

- the need to manage hopes and expectations among the local community (which may be unrealistically high); and

- when to proceed with or terminate an investigation (Centers for Disease Control and Prevention 1990).

**Interpretation, potential confounding, and bias**

Students need to be aware of the difficult issues of interpretation if an apparent disease excess in a particular area is found. In particular, there are many sources of potential bias: Elliott and Wakefield (2000) provide a discussion on this. Issues to be considered include

- confounding, particularly associated with socio-economic factors affecting disease rates for small areas;

- bias in the identification of areas for study, since an informal and poorly defined selection process is undertaken (areas at apparently low risk are never selected!);

- the ‘boundary shrinkage’ problem, leading to accentuated estimates of risk;

- low population numbers and small numbers of cases, giving imprecise estimates;

- ill-defined hypotheses or, in some cases, lack of hypothesis;

- poorly defined or absent exposure data;

- incomplete or inaccurate health and population data, and migration between areas, especially where latency periods are prolonged (most cancers); and
◆ reporting bias, for example, if medical professionals are more likely to diagnose cases given concerns about a particular industrial installation or other putative exposure source.

Teaching method and format
This should be a combination of lecture/seminar format, small-group teaching, case studies, worked examples, and private study. A suggested breakdown of time would be lecture/seminar, 30 per cent; case studies and worked examples (small-group teaching), 30 per cent; and reading/preparation time and private study, 40 per cent. Seminars would typically include twenty to thirty students; small groups (for the case studies) might include three or four students working together and reporting back to the main group.

Typically, the course will be held over two or three days (four to six sessions, depending on the number of case studies), although it may be longer if computing sessions are included.

Some worked examples and case studies are given below. These could be set as class exercises, used as the basis for discussion, or modified for use in assessment. They do not require computing facilities, although the calculation of the SMR example requires calculators. Similar exercises using computer programs could be added, particularly for more advanced courses. An example is the GeoBUGS software for disease mapping, which is public domain software (<http://www.mrc-bsu.cam.ac.uk/software/bugs/thebugs-project-geobugs/>). For mapping and calculation of the SMR around a point source, the UK Small Area Health Statistics Unit has developed the Rapid Inquiry Facility software in partnership with the US Centers for Disease Control and Prevention (Beale et al. 2010); this software is also in the public domain (<http://www.sahsu.org/content/rapid-inquiry-facility>), although it is currently (2013–14) in redevelopment.

Worked examples and case studies
Cluster report: anophthalmia in England and Wales
This case study illustrates the media reporting of alleged clusters of a rare disease and the steps that were required to investigate the clusters. In The Observer newspaper of 17 January 1993, it was claimed under the headline ‘Mystery of babies with no eyes’ that there were localized clusters of anophthalmia across England and Wales. This is a serious birth defect where the infant is born without eye tissue (either unilateral or bilateral); it is closely related to microphthalmia, where some eye tissue is present. The newspaper linked the ‘clusters’ to the use of the pesticide Benomyl.
The article was accompanied by a map which illustrated well many of the problems and pitfalls in the reporting of alleged clusters. First, it was unclear from the map and accompanying article (and subsequent enquiry) what was the source of the cases, whether or not they were truly anophthalmia, whether or not there was duplicate reporting, and so forth. Second, no timescale was given for the occurrence of the cases, and only in Louth in the north-east of England was any clear geographic boundary given (a forty-mile radius), so that it would have been impossible to determine a denominator for the alleged clusters and hence obtain an estimate of the risk. Without such basic information, it was not possible to make any judgement as to whether or not there was any true excess of this condition, nor of course whether there was any geographic association with pesticide use (Dolk and Elliott 1993).

As a result of the concerns raised by this and other newspaper reports, a birth prevalence study of anophthalmia and microphthalmia was set up. No evidence of specific clusters or generalized clustering was found, although there did appear to be an unexplained excess in rural compared with urban areas (Dolk et al. 1998).

**Estimation of the SMR**

This is a hypothetical worked example based on the anophthalmia case study. The scenario is that a search of the national congenital anomaly register indicates six cases of anophthalmia in the study area in the last ten years and eighty-nine cases in the region of England which includes the study area. Table 25.1 presents numbers of cases and population at risk (number of live births) stratified by maternal age—as incidence increases with maternal age. Column (d)

<table>
<thead>
<tr>
<th>Maternal age in years (a)</th>
<th>Number of births (b)</th>
<th>Number of cases (c)</th>
<th>Expected number of cases (d)</th>
<th>Number of births (e)</th>
<th>Number of cases (f)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;20</td>
<td>1,465</td>
<td>0</td>
<td>0.10</td>
<td>42,920</td>
<td>3</td>
</tr>
<tr>
<td>20–24</td>
<td>5,012</td>
<td>0</td>
<td>0.30</td>
<td>134,068</td>
<td>8</td>
</tr>
<tr>
<td>25–29</td>
<td>5,988</td>
<td>1</td>
<td>0.50</td>
<td>189,832</td>
<td>16</td>
</tr>
<tr>
<td>30–34</td>
<td>6,336</td>
<td>2</td>
<td>0.96</td>
<td>185,074</td>
<td>28</td>
</tr>
<tr>
<td>35–39</td>
<td>3,588</td>
<td>2</td>
<td>0.85</td>
<td>109,382</td>
<td>26</td>
</tr>
<tr>
<td>&gt;40</td>
<td>895</td>
<td>1</td>
<td>0.28</td>
<td>25,594</td>
<td>8</td>
</tr>
<tr>
<td>Total</td>
<td>23,285</td>
<td>6</td>
<td>3.02</td>
<td>686,870</td>
<td>89</td>
</tr>
</tbody>
</table>
should be left blank for the students, so that they can calculate expected numbers.

Part 1. Ask students to calculate the SMR. Students should first calculate the expected number of cases in each maternal age group (column (d)) and then sum them to obtain total expected number of cases in the study area. In order to calculate expected cases in each maternal age group, the rate from the reference population (the region) should be applied to the study population (i.e. column (f)) divided by column (e) and multiplied by column (b). The SMR can be readily calculated as the ratio of observed to expected cases multiplied by 100; confidence intervals can be obtained using an online calculator such as that suggested in Part 2.

Part 2. Ask the students to calculate the probability that the number of observed cases in an area is larger than the expected number by chance with an online tool such as the EUROCAT online calculator (the tool requires the numbers of observed cases and expected cases; <http://www.eurocat-network.eu/pagecontent.aspx?tree=Asimplestatisticaltest>). This gives the P-value, in this case, $P = 0.084$ (i.e. is not statistically significant). The example should lead to a discussion about how a doubling of a small number of cases can still be a chance finding. Students should also appreciate that a P-value alone cannot ‘prove’ the presence or absence of a cluster.

**Denominator issues: Dalgety Bay in Scotland**

This is an example of a small area investigation of cancer incidence in a small town in east-central Scotland following the discovery of small amounts of radium-226 on the foreshore (Black et al. 1994). This was thought to emanate from radium-based luminous paint that was used in military aircraft that were disposed of by burning during the 1940s. Because of recent in-migration, the demography of Dalgety Bay had changed during the study period, so that careful attention to the denominator was needed in the calculation of SMRs. The paper also demonstrates, in its Table 2, the effect of allowing for socio-economic deprivation in the calculation of SMRs (observed:expected ratios). Since Dalgety Bay is an affluent area, some risk estimates (e.g. those for lung cancer and stomach cancer) were higher following adjustment for deprivation, while others were lower (especially skin cancer, where the observed:expected ratio was 1.50 with a 95% confidence interval (CI) ranging from 1.05 to 2.08 with age and sex adjustment, and 1.38 with a 95% CI ranging from 0.97 to 1.91 with additional adjustment for deprivation). The students should be invited to discuss these issues, as well as their views on the conduct and interpretation of the study.
Follow-up study using routine data: cancer risk in childhood and mobile phone base stations in Great Britain

This study illustrates how initial cluster reports, public concern, and scientific uncertainties led to a national investigation using routine cancer data. Reports of apparent cancer clusters near mobile phone base stations were difficult to interpret because of small numbers and possible selection and reporting bias. A case-control study was initiated to examine associations between early childhood cancers and distance/estimated radiofrequency exposures during pregnancy from macrocell base stations in Great Britain, using national cancer registry data to avoid selection bias, and post hoc analyses (Elliott et al. 2010). The analysis examined distance/modelled exposures, 1996–2001, for 1,397 children aged 0–4 years who developed cancer in 1999–2001, and 5,588 controls from the birth register. No association was seen between cancer risk in young children and living near or estimated radio frequency exposures during pregnancy from a mobile phone base station.

Group discussion and debate: Rothman versus Neutra

In a landmark paper, Rothman (1990) argued that cluster investigation was hardly ever indicated; instead, he advocated a traditional hypothesis-led investigation, and (as required) the remediation of environmental concerns per se, without reference to the health statistics. Neutra (1990), in his reply, largely agreed with Rothman’s analysis. Although he found some justification for cluster investigation, this was only for rare diseases, with large relative risks (>20) associated with high specificity exposures and where case aggregation met the criterion for minimum size (>5). These two papers together give an excellent background for the interested student.

Assessing students’ achievements

Assessment will need to be based on the requirements of the course. Possibilities include short-answer questions to interpret findings of apparent disease ‘excess’ in a particular locality/time period, and/or to delineate steps in the investigation. Students might be asked to carry out a paper critique of a cluster investigation or to present in small groups to the rest of the class. Another possibility is to carry out a computational exercise (e.g. calculation of the SMR and its assessment), using either a computer or calculator-based practical. In all cases it will be essential to determine that the students have gained the critical appraisal skills and understanding needed to allow them to properly evaluate the cluster literature.
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Introduction to medical databases

Medical database is a term that refers to all types of registries and databases that contain health-related data. The cost, complexity, and risk of selection bias often associated with primary data collection such as randomized clinical trials has led to an increasing use of disease registries and databases as an alternative or supplementary data source for studies of many epidemiological and clinical questions (Schneeweiss 2006).

Existing databases are increasingly used and are often the only feasible source with which to examine delayed health effects. They contain information on large study populations and can provide information on exposures, disease outcomes, and some potential confounding factors for subjects in those populations (Sørensen et al. 1996; Schneeweiss and Avorn 2005). Thus, medical databases can be very useful for the efficient study of etiologic associations in large populations and for the evaluation of the utilization, effectiveness, and safety of medical interventions in clinical settings.

Health registries are databases that include patients who are diagnosed with a specific disease, or who undergo a particular procedure. In contrast, administrative databases select individuals according to their residency in a specified geographic area, membership in a health insurance programme, or attendance at a particular hospital or clinic—irrespective of the diseases the patients have or the procedures used to treat them. Many administrative databases have more comprehensive data than classic health registries.

The classic health or disease registry will thus typically include all cases of a particular health condition or health-related exposure in some defined population. The register is the actual listing of the cases; in formal terms, the registry is the system of ongoing registration (and possibly follow-up), together with the register (Porta et al. 2008). Conceptually, a register can just be a collection of records but in practice it involves a formal database. Of note, however, the distinction between registries and registers is not universally accepted and the terms are frequently interchangeable in the international literature. Data regarding
post-diagnosis or post-procedure events are a component of many classic registries and add considerably to the value of the data in them. In some countries, notably those in Scandinavia, disease/procedure registries are increasingly integrated with administrative databases, further encouraging database research.

A major aim of many disease registries is the monitoring of disease occurrence over time (as in cancer and birth registries). Trends in disease occurrence and comparisons between different populations have generated important hypotheses on the causes of these diseases and evaluation of the effect of prevention programmes. Consequently, the reporting of the relevant data to the registry is typically mandated by the government sponsoring the registry. Although the term *registry* is commonly used to refer to the associated register, the system of registration is an important determinant of the quality of the data and consequently also of the research conducted with them. This will need to be stressed in teaching about research using such data. Similar considerations apply to administrative databases. In North America there has been a substantial growth in the use of databases from insurance plans for medical research.

Classic health registries have operated in the Nordic countries for many years. The first known population-based disease registry was established as early as 1856: the Leprosy Registry in Norway. At the beginning of the twentieth century, registries for causes of death, cancer incidence, and births sprouted in Scandinavia and the UK. Examples from North American are the National Registry of Myocardial Infarction (Gurwitz et al. 1998) and cancer registries such as those sponsored by many US states and Canadian provinces and those in the US Surveillance Epidemiology and End Results programme.

Technological developments and increased demand for documentation of activities related to health care have led to a considerable increase in the number of medical databases during recent decades. The term *clinical database* refers to a subgroup of administrative databases that contain clinical information regarding patients’ medical histories, laboratory and radiological findings, and treatments. The data are collected during the course of routine clinical care but are also often used to assess the effectiveness of treatments and adverse effects and to address other research questions. A special group of clinical databases are the *quality assessment databases*, for example, those in Scandinavia, as they have very detailed clinical data.

For several reasons, the number of database studies is likely to increase in coming years. On the one hand, many research questions can be addressed quickly and efficiently with these available data sources. On the other hand, other avenues of research are becoming more difficult: many epidemiological studies are reporting declining participation rates, privacy restrictions on data use are becoming more burdensome, and clinical trials are becoming more expensive.
Teaching objectives

Teaching about the use of medical databases should give students insight into
1. examples of important medical databases available for research;
2. the three key elements that characterize medical databases;
3. the strengths and limitations of databases as data sources;
4. the assessment of data quality;
5. other aspects of database research; and
6. teaching method and format.

Existing medical databases available for research

Published studies using medical databases are an excellent introduction for stu-
dents, since they immediately illustrate the potential of database research. If
possible, the use of local databases should be featured; Box 26.1 contains some
examples of database studies from North America and Europe.

Three key elements that characterize a medical database

To be able to conduct valid database-based research, it is important for students
to understand the likely advantages, disadvantages, and problems associated
with that work. Regardless of the purpose of the existing database, the meth-
odological, problems facing the researcher who uses the data are similar
(Sørensen et al. 1996). A first step is understanding the components of the data-
base (Baron and Weiderpass 2000).

1. The population. Each database has a referent population—the individuals
whose medical experience is described by its data. This population may con-
sist of individuals residing in certain geographic areas, or members of an
insurance plan, or patients seen at certain medical facilities. In population-
based databases, enumeration of the underlying population can provide
denominators for rate computations and the basis for an unbiased selection
of controls in a population-based case-control study. In Denmark, for exam-
ple, the entire population is recorded in the Danish Civil Registration Sys-
tem (Frank 2000), allowing population-based research regarding the whole
country.

a. Studies based on geographic areas are often relatively straightforward.
   For example, a study of the association between use of venous thrombo-
   embolism and the risk of an arterial cardiovascular event (Sørensen et al.
   2007) illustrates the population-based design and an obvious corre-
   sponding population-based comparison cohort.
Box 26.1 Examples of various types of medical databases used in epidemiology

1. Classic medical health registries
   - Cancer incidence and mortality data (Luo et al. 2008)
   - Birth registry data (Mahon et al. 2007)
   - Multiple sclerosis data (Koch-Henriksen et al. 2011)

2. Administrative databases
   - Hospital databases (Ludvigsson et al. 2011)
   - Medicare and Medicaid databases from the US (Cooper et al. 2006; Setoguchi et al. 2007)
   - Kaiser Permanente Medical Care databases from the US (Mahadevan et al. 2007)
   - Health care databases from Canada (Curkendall et al. 2006; Xu et al. 2006)
   - General practitioners’ medical record databases from the UK and Denmark (Huerta et al. 2007; Paulsen et al. 2012)

3. Clinical databases
   - The Danish Breast Cancer Collaborative Group Database (Blichert-Toft et al. 2008)
   - The Duke Cardiovascular Disease Databank (Whellan et al. 2006)
   - The Danish National Stroke Database (Palnum et al. 2008)
   - Northern New England Cardiovascular Disease Registry (Dacey et al. 2007)
   - Swedish Coronary Angiography and Angioplasty Registry (SCAAR) (James et al. 2009)
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Box 26.1 Examples of various types of medical databases used in epidemiology (continued)


The medical events, diseases, and other data. All databases are ‘abstracts’ in the sense that they only include selected data on conditions, events, or other outcomes and contain only basic demographic information. Few databases will contain the detailed clinical data that are typically seen in medical records or questionnaire-based studies. Most administrative databases do not contain data regarding lifestyle habits and personal characteristics such as cigarette smoking, alcohol use, BMI, etc. In most databases, numeric coding systems are used to characterize the medical events or diagnoses covered, so the descriptions may be limited by details of the coding system. For example, in the ninth version of the WHO’s *International Classification of Diseases* (ICD-9), laterality in paired organs like the legs is not recorded. Changes in coding systems may introduce lack of comparability and detail. An example is that venous thrombosis in the upper extremities had a separate code in the eighth version of the ICD (ICD-8) but not in the tenth version (ICD-10). The codes for the different versions of the international disease classifications can be found on the following web pages: <http://www.wolfbane.com/icd/icd8.htm>, <http://www.cdc.gov/nchs/icd/icd9.htm>, and <http://www.who.int/classifications/icd/en/>.

The organization of data collection and management. In databases many individuals enter data; consequently, there is the risk of introducing substantial variation and error, especially when the data elements are not well defined. This is a particular problem in databases in which ‘free text’ is often used, as, for example, in the description of imaging and of pathological specimens. The completeness and validity of the reporting of many diagnoses and procedures will depend on the administrative mandates involved and the structure of the database with compulsory fields. In some databases such as billing-derived databases, lack of reporting involves a financial penalty. In many clinical or administrative databases there may be little motivation to record covariates in hospital or clinical visits, and the accuracy of database information regarding even main diagnoses and procedures may depend on how the clinical record is translated into data points in the database.

**The strengths and limitations of databases as data sources**

The widespread use of medical databases in research is a reflection of their many advantages (Sørensen et al. 1996; Baron and Weiderpass 2000; Schneeweiss 2006; Sørensen et al. 2006). Primarily because the data already exist in the database, the time spent on the study is likely to be considerably less than that spent on studies using primary data collection, greatly increasing efficiency and decreasing costs. The large size of many databases offers the potential for precise estimates of effect
and the possibility of studying rare exposures or outcomes. Large database studies are often the only possibilities to do meaningful subgroup analyses.

There may be several other advantages of database research:

1. population-based databases, that are essentially complete, greatly reduce the risk of selection bias;

2. the collection of registry data independently of the research project minimizes the risk of certain types of bias (e.g. those associated with recall, non-response, and/or impact on the diagnostic process of the attention caused by the research itself); and

3. databases with long follow-up have the ability to provide information on effects that have long induction period, or on long-term prognosis.

Nonetheless, there are many limitations to database research. An important basic point to convey to students is that even though database research need not be ‘quick and dirty’, it is still amenable to error (Schneeweiss and Avorn 2005; Sørensen et al. 2006). Database research is no different from other types of research in the need for careful attention to methodology and sample size. In addition, it is important for students to understand that the research topic needs to suit the database and that many questions cannot be addressed through this sort of study. Research questions that involve lifestyle factors, for example, are usually impossible to address in databases because the relevant data are simply not available, except, for example, in the General Practice Research Database in Britain. Even in this case, it is not entirely clear when or how well the lifestyle factors were recorded over a long lifespan. Issues that involve very detailed clinical information may also not be adequately addressed with database research, except for special clinical databases.

Other limitations may not be recognized by students. A common problem with studies that use databases is the variable degree of completeness and validity of the information and the possible lack of information on potential confounders and clinical detail (e.g. disease severity, location, treatment, etc.; Sørensen et al. 1996; Baron and Weiderpass 2000). The limitations are largely a result of data availability, since the methods of data collection are predetermined, not controlled by the researcher, and sometimes very difficult or impossible to validate. As noted above, data required for the research question may not have been collected at all (Sørensen 1997). Important examples are detailed clinical data such as disease severity or results of laboratory and radiographic tests. An important problem is that, very often, the indication for a specific treatment is not clearly recorded, and the student should be familiar with the concept of ‘confounding by indication’. In addition, difficulty with coding is an important potential limitation of databases.
Poor data quality can constitute an insurmountable obstacle to a database study. Missing data for data fields nominally collected are another potential limitation to database research. Obviously, this may occur when compulsory fields are not completed but it is also an issue when the reporting requirements for a database are not clear. For example, the need to record diagnoses in hospital discharge list may be variously interpreted, leaving some diagnoses unreported. An absent required data point will be immediately evident: by definition, the data field will contain a missing value code. In contrast, underreporting of diagnoses in discharge records is difficult to quantify. Inaccurate or missing data generally tend to bias associations toward the null hypothesis rather than to cause spurious associations, as long as they occur in equal proportion in the groups to be compared (Sørensen et al. 1996). Nonetheless, missing or incomplete data in medical databases may be an important source of bias in models based on such data.

**Assessment of data quality**

The student must be familiar with the basic concepts of bias, sensitivity, specificity, predictive value, and precision. Students will need to have had at least an introductory course in epidemiology to be familiar with basic epidemiological terminology and study designs before taking a specific course in the use of databases.

**Completeness of population coverage**

Some cases will be omitted from even the best database system through data errors, failure to record the relevant diagnosis or procedure, or other administrative errors such as lost records, etc. The completeness of a database can be estimated by the proportion of true cases in the target population for the study question which is correctly classified in the database. Evaluation of completeness can be accomplished in two general ways: through individual or aggregated assessments. In the former, cases in the database are individually identified in one or more independent complete reference sources and the sensitivity estimated (Goldberg et al. 1980). Some researchers have compared different independent data sources, and the numbers of missing cases have been estimated in a capture–recapture model (Sørensen et al. 1996). If the underlying population is well defined, an estimate of the specificity can also be obtained (Sørensen et al. 1996). The completeness of database coverage may also be assessed by aggregation methods in which the total number of cases in the data source is compared with the total number in other sources, or the expected number of cases is calculated by applying rates from demographically similar populations or by simulation (which uses the information system to simulate patterns of incomplete
reporting to examine the possible effect on a specific dependent variable; Goldberg et al. 1980).

**Data quality**

Data quality problems can be derived from errors in the dataset from incorrect data entry or lack of available information, or from inaccuracies in the original source of information. Unfortunately, it is usually impossible to identify the latter sort of problem, despite medical record review.

Students are often confused by the many different terms that are used to describe validation. *Validity* is the extent to which a variable measures what it is intended to measure. Lack of validity is referred to as *bias* (Rothman et al. 2008). If this terminology is used, the two most often used validity measures are sensitivity and a predictive value of inclusion in the database. The completeness of a database is largely determined by the sensitivity of the registration process that created it. The completeness of the persons in the cohort may not be as important as the completeness of the registered data, including the degree of missing data. The demands for completeness and representativeness depend on the research question. For several analytical studies the degree of completeness may be less important than whether the misclassification is random or differential (Sørensen et al. 1996). A comparison between two data sources alone does not provide the opportunity to estimate the specificity, unless one of the sources is known to be complete.

Record review is often used to validate diagnoses in hospital discharge, birth, cancer, or demographic data in exiting databases. Most often, the ratio between the number of correctly registered persons (e.g. registered cases who actually had meningococcal disease) and all registered persons (e.g. all registered as having meningococcal disease) is measured. This is essentially the *positive predictive value of registration*. It is important to stress that these sorts of statistics reflect only one dimension of validity, namely, the predictive value of the registrations, and not the completeness of data. In particular, sensitivity and specificity are not directly assessed.

Furthermore, the data quality evaluation should also provide detailed insight into the extent of missing data of other variables. For each binary single variable, it should be considered whether a negative value means that exposure or outcome has taken place, or whether the data are simply missing. For example, in the Danish Birth Registry, smoking status can be coded ‘yes’, ‘no’, or ‘missing’. We have found that an absent data point most likely represents a ‘no’. For ordinary and continuous variables such as weight, blood pressure, and staging, it is only possible to check the validity through review of the medical records.

In a more advanced course, statistical methods on how to deal with *missing data* can be covered. When few data are missing, little harm will be done but, if
many data are missing, this may create bias, unless the missing data are completely at random. The concept of imputation can be reviewed, a technique in which missing data are replaced by plausible values predicted from that individual’s available data (Schneeweiss 2006). In more advanced courses, the concepts of sensitivity analysis and external adjustment for unmeasured confounders and the basic principles of bias analysis would be covered (Lash et al. 2009).

Other aspects of database research

It is essential for the student to understand the importance of the number of persons and outcomes included in the database used in a particular study. It may also be relevant to know the distribution of the various variables and especially the number of outcome events, since this information is likely to be important in designing studies. For rare diseases such as for instance idiopathic thrombocytopenic purpura (ITP), one Nordic country is not large enough to do a safety study on the treatments of ITP. Meaningful subgroup analyses may also require very large datasets.

In longitudinal studies, information concerning the registration period(s) is essential for a database study to take into account induction periods and latent periods for etiologic research and the follow-up period for prognostic studies (Sørensen et al. 1996). The induction period is the time required for a specific cause to lead to the incidence of a disease process (whether symptomatic or not); the latent period is the time between disease initiation and its clinical manifestation. Data sources with registration periods of a few years will seldom be suitable for etiologic research regarding chronic diseases that have prolonged induction periods. Since most databases cover a limited time period, the relevant exposures or outcomes may be uncertain, unless the database collected information covering time periods considerably longer than the induction and latent periods of the disease process under study.

Some cases, for example, may not become manifest until several years after the disease is incident: congenital heart diseases are classic examples. As a result, research that examines the association of pregnancy characteristics with congenital heart disease will overlook less severe cases, unless a search is made for those that are diagnosed years after birth. This is an example of right censoring.

Databases, by definition, cover events only during a defined time interval. Events occurring before registration began cannot be included, nor can events that occur afterward. If events are used as exposures in an observational analysis, then follow-up commencing soon after the beginning of registration will be
open to incomplete exposure information. This is an example of left truncation of the data. In more advanced courses it will often be relevant to introduce the concept of new-user design in studies of treatments (Ray 2003). The design tries to handle this problem.

The problem of events that might occur later than the data covered by the registry (right censoring) can be handled by standard techniques of survival analysis. Beginning students may not be familiar with right censoring but, if time permits, an introduction of the relevant concepts of survival analysis can be included in the course.

Another type of data absence involved observation ‘holes’ within the time period of the registry. For example, prescription databases do not cover drug exposure during hospitalizations and over-the-counter medication.

A problem related to the large volume of available data in databases is the risk of significant associations that emerge by chance. Because of the ease of conducting some database analyses, a large number of exposures and/or outcomes can be assessed, leaving the analysis open to chance findings. Another important problem related to the large size of databases is that relatively weak associations may, nonetheless, still be statistically significant because of the large number of end points included in the analysis. Of course, very small relative risks—even if statistically significant—may be easily generated by relatively subtle biases, so these findings will require especial scrutiny with regard to confounding, selection and ascertainment biases, etc. In addition, when even small relative risks are statistically significant, there is an acute need to differentiate between statistically significant associations and those that are clinically relevant. Application of absolute risk and risk difference (used to compute the number needed to prevent/treat and harm) may be more useful for determining clinical significance than use of relative risk estimates (Fletcher et al. 2014). A number of medical registries are easily accessed, and different research groups may use the same data for analysing identical or similar issues.

Older computerized records may be formatted or structured in such a way that their use is difficult for research. For example, the diagnostic categories may be outdated or age categorized only into very wide bands. The investigator must critically review existing documentation to assess the appropriateness of the data for their intended use. If such documentation does not exist, protocols, record layout and codes, data entry instructions, published material, analyses, and technical reports will need to be surveyed and appropriate studies of completeness and validity carried out, all with respect to the specific context of the study. Lack of experience with programming or lack of collaboration with a programmer may cause potential errors in preparing data for analysis or in the analysis.
There are several types of problems that may limit the usefulness of coded diagnoses in databases (Steinberg et al. 1990; Sørensen 1997):

- variation in coding between persons doing the coding;
- errors in coding of the recorded data;
- lack of coding of certain data points, especially of co-morbidities and lifestyle factors;
- inherent limitations in the specificity of available codes; and
- errors and variation in the clinical diagnoses on which the coding is based.

Furthermore, codes, and even the layout of records, may change periodically. Changes in diagnostic criteria, classifications, and methods (e.g. the recent change from ICD-9-CM to the ICD-10 disease classification system) frequently cause problems in comparisons of data over longer periods (Sørensen et al. 1996; Baron and Weiderpass 2000). Furthermore, the diagnostic criteria for a number of diseases such as acute myocardial infarction (AMI) are changing; when teaching, we often use an example from a BMJ article that shows that the incidence of AMI started increasing in 2002 because of changes in diagnostic criteria, even though the incidence of AMI has been steadily declining for the past twenty-five years (Schmidt et al. 2012).

Since database research may be considerably strengthened through the use of data from multiple sources, the linkage of subjects across the different databases may be crucial (Sørensen 1997). Record linkage techniques can help to identify the same person in different files, so that a more complete medical ‘picture’ may be obtained, perhaps including inpatient visits, cancer registry data, and vital status, for example. Linkage is accomplished via a personal identification number. However, a complete high-quality record linkage may not always be possible. The best population-based data sources are probably the extensive data-linkage networks in Scandinavia, where each person is assigned a unique personal registration number at birth, allowing record linkage between several independent data systems and vital statistical registers (also called external record linkage; Sørensen et al. 1996; Baron and Weiderpass 2000; Frank 2000). We often use an example on statins and fractures, for which two studies were carried out based on the same data from the GP database in the UK (Meier et al. 2000; Van Staa et al. 2001). This possibility should be kept in mind when carrying out meta-analyses in which the same patients can be included several times.

**Teaching method and format**

The optimum introductory course consists of lectures, simple exercises, and reading of papers. Basic epidemiological concepts should be kept in mind at all
times as issues more specific to databases are considered. Group exercises may include examining articles dealing with the same research question in which primary data collections or registers have been used. Examples of articles that illustrate problems with database research may be particularly valuable since they serve to caution students about the need for careful work, while they illustrate particular technical points. An example is a study of breast implants and breast cancer risk. Berkel and colleagues (1992) reported a reduced risk of breast cancer subsequent to breast augmentation. A number of potential errors in the study were later noted, and a reanalysis could not confirm the findings. Exercises such as these give the students a sense of the strengths and weaknesses of the various research approaches. Other examples should include problems with inconsistent use of epidemiologic concepts.

We avoid the use of computers when teaching introductory courses, except basic calculations on a pocket calculator. This is partly because these types of courses deal with the understanding of basic principles, and partly because the students often do not have the necessary background for detailed computations. However, even simple examples of estimation on a pocket calculator can often be of value. On more advanced courses it is relevant to use computer exercises but analyses of dynamic cohorts, for example, demand an extensive and sophisticated programming. There is hardly any room for this during class, except when one is teaching experienced epidemiologists, as the programming problems will overshadow the aim of the teaching. However, exercises of analyses of simple case-control studies are often very valuable. In a more advanced course, analyses involving actual medical databases would be appropriate.

**Assessing students’ achievements**

A useful evaluative exercise is asking students to evaluate papers: their critiques of database research will provide valuable insight into the students’ mastery of the topic. We often give them papers on the same topic based on primary and secondary data collection and ask them to identify strengths, limitations, and bias problems. We have sometimes used papers regarding venous thromboembolism and subsequent cancer risk, a topic that is covered by both primary and registry data (Prandoni et al. 1992; Baron et al. 1998; Sørensen et al. 1998). When teaching we often also use examples of randomized studies on the same topic (i.e. the association between post-menopausal hormone-replacement therapy and the risk of AMI). It can be an advantage for this evaluation exercise to delete the discussion sections of the papers and ask the students to write the discussion.
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Introduction to teaching epidemiology inside and outside the classroom

There is no single ideal way to teach epidemiology. Teaching takes place in different situations, and its techniques and content differ. A good teaching programme is one that is geared to its students’ needs, capacity, interests, and preferences and that utilizes the available situations and techniques to provide learning opportunities that will achieve its objectives.

This chapter reviews some features of the teaching of epidemiology inside and outside the classroom. It starts with discussions of teaching objectives and other factors that affect the choice of teaching methods, and then deals in turn with conventional classroom methods, laboratory teaching (problem-solving and other exercises), self-instruction, problem-oriented projects, distance learning, and combined methods of teaching. Separate consideration is then given to teaching in the hospital and in the field (with special attention to teaching in a community health centre).

Teaching objectives

The educational objectives, or learning outcomes—that is, what it is hoped the students will learn to do—require careful specification. They may be categorized broadly as follows:

1. **Knowing** epidemiology: the ability to state specified facts about epidemiological terms, principles, and methods, and specified epidemiological study findings, for example, facts about the epidemiology of selected diseases.

2. **Using** epidemiology: the capacity to interpret and appraise epidemiological findings and to apply epidemiological knowledge when performing activities that are not primarily epidemiological. Medical students may be expected to acquire skill in making clinical decisions founded on evidence
about the prevalence and incidence of diseases, the variability of biological findings, the prognostic significance of risk factors and risk markers, the reliability and validity of test results, and the results of clinical trials and analytic observational studies. Students who are or will be involved in community health care, public health practice, or policy formulation may similarly be expected to acquire skill in the use of epidemiological evidence when making managerial or policy decisions. For many teachers, the main goal is that students should be able to ‘think logically’ when appraising causal relationships. The capacity to read articles critically may be specified as an objective.

3. Practising (doing) epidemiology: the capacity to perform specified epidemiological activities. These may range from simple tasks such as calculating rates, through more complex activities—such as questionnaire design, the maintenance of disease registers, and data processing and analysis—to the comprehensive planning and performance of studies. Emphasis may be put on the ability to perform research designed to yield generalizable conclusions or on more pragmatic studies aimed at the improvement of health or health care in a specific community or population.

4. An ability to teach epidemiology, especially to other members of the health team, is often specified as an additional objective. A related but usually neglected objective is the ability to communicate epidemiological findings—to the public and the media, and especially to decision-makers—in such a way as to maximize their use and minimize their misuse.

The choice of situations and methods for teaching depends on the educational objectives, and vice versa. Students will learn to ‘use’ and ‘practise’ epidemiology best if they are taught in a context in which epidemiology is ‘used’ and ‘practised’, and if they are given practical experience (with suitable supervision) in ‘using’ and ‘practising’ it.

In general, the educational objectives should be adapted to the needs of the students and the requirements of the community in which the students will work. Objectives may vary for medical students, physicians in clinical practice, clinicians who wish to undertake research, nursing students, nurses and other professionals engaged in patient care, medical assistants and other auxiliaries, aspirant field epidemiologists and other professional epidemiologists, public health students and practitioners, community physicians, health administrators, health service researchers, statisticians and auxiliary personnel engaged in epidemiological and health service research, and so on. A school of public health may offer basic courses, additional courses for students pursuing a master’s degree in public health and other students who need additional training in
the use of epidemiology and interpreting and communicating epidemiologic findings, and advanced courses for students who intend to perform epidemiologic research, preferably coordinated with classes in biostatistics (Gange 2008). For students who are not committed to a career in a health profession but are taught epidemiology as a part of general or liberal undergraduate education, it has been suggested that it should be taught broadly as a way of thinking, with applications not restricted to the health field; detailed educational objectives have been proposed for such courses (Riegelman et al. 2010). Teaching of epidemiology to schoolchildren has been advocated to improve their reasoning and research skills and enhance their ability to analyse and solve complex problems; materials and suggestions for the teaching of epidemiology to schoolchildren are available at <http://www.cdc.gov/excite/classroom.html>.

There is no consensus about educational objectives for specific categories of students, even in a single country, and no single ‘best’ teaching programme. Some medical schools are satisfied if students learn the epidemiology of common diseases, or the epidemiological foundations for disease prevention or health promotion. Some focus on applications in clinical decision-making. Other schools emphasize critical reading; and some expect students to learn how to make a community diagnosis and evaluate a community health programme. Although most teachers of epidemiology would probably regard all these aims as important, educational objectives are often limited by the restrictive views of curriculum committees, or other constraints. Moreover, specific objectives will differ in communities with different health problems.

The variation in objectives means that no teaching programme can be regarded as the single best one for universal application to a given category of student.

There are at least three obvious themes that should pervade all epidemiology teaching. First, things may not be what they seem—findings can be deceptive and can be influenced by random variation, selection bias, misclassification, and other forms of information bias, by confounders, and by incorrect reporting. Second, association does not necessarily mean causation. And third, epidemiological findings, whether descriptive or analytic, should be applied to the control of real-world health problems. In the spirit of ‘translational’ epidemiology (Khouri et al. 2010) (‘the role of epidemiology in translating scientific discoveries to population health impact’), students should be brought in contact not only with studies of the distribution and determinants of health-related states and events but also with studies of the efficacy of diagnostic methods, with clinical and programme trials, and with studies of real-world impacts on population health.
Emphasis should be given to the value of epidemiological findings (descriptive or analytical) in community diagnosis and in the planning, monitoring, and evaluation of health care. But the students should also learn why it is inadvisable to rely on unreplicated epidemiological findings. Epidemiological findings should always be ‘taken with care’ (Abramson 1997). It is arguable that all students should be exposed to some of the issues raised by Ioannidis (2005) in his paper ‘Why most published research findings are false’ and acquire at least a nodding acquaintance with the Bayesian principles that may affect interpretation.

Training in sophisticated epidemiological fields such as molecular pathological epidemiology (Ogino et al. 2012) and genomic epidemiology (Khouri et al. 2004) and in new analytical techniques such as propensity score modelling (Williamson et al. 2011) should probably be confined to selected future researchers.

Decisions about teaching methods

The choice of methods will be influenced not only by the educational objectives of the teaching programme, but also by the students’ interests and preferences, and by practical considerations.

Students’ interests and preferences

Some students have little interest in epidemiology—notably many medical students who see little relevance to their central concern, the care of individual patients. Apparently, it is only in the later years of the course of study, or after graduation, that there is a tendency towards a greater appreciation of the value of epidemiology (Moffat et al. 2004).

For such students, particularly in medical schools where teachers of other disciplines disparage epidemiology, it is important to concentrate on epidemiological topics of obvious clinical relevance, especially for the treatment of hospital patients.

The current interest in evidence-based medicine and evidence-based public health can motivate students to learn basic epidemiological principles and methods, and increasing use is being made of evidence-based medicine as a vehicle for the teaching of epidemiology. In Boston a controlled study indicated that exposure to four sessions on evidence-based medicine was enough to have a significant positive impact on critical appraisal skills (Ghali et al. 2000). A handbook on the practice and teaching of evidence-based medicine (Sackett et al. 2000) provides ‘teaching tips’ for motivating learning. These centre on the presentation of a clinical scenario (real or simulated), the selection of good journal articles that are relevant to this scenario, and ‘closure’ by reaching conclusions.
Even in schools where the climate for the teaching of epidemiology is unfavourable, efforts should be made to broaden the interests of students beyond the care of single patients. It needs only a few students to become interested in community health care or epidemiological research to make these efforts worthwhile, or at least to seem so, to a teacher who may otherwise find his/her work frustrating.

Students whose central interest is in health care at a group or community level, such as graduate students of public health or health administration, generally recognize the importance of epidemiology. But here, too, the teaching should be brought as close as possible to the students' interests in terms of specific situations (e.g. hospital or community health services), applications (research vs pragmatic epidemiology), and subject matter (heart disease, child health, etc.). A flexible programme that permits choices by students is of especial value. This may be achieved by giving students a choice of assignments or projects, and by providing a range of elective courses.

Students' preferences concerning methods of teaching should also be considered. Those who have had little experience, during or since their schooldays, of heuristic teaching aimed at encouraging them to discover for themselves rather than learning what they are told, may not take kindly to teaching based on a problem-solving approach. The capacity to solve problems is of central importance in 'practising' and 'using' epidemiology, and problem-solving exercises cannot easily be dispensed with; but they may be more acceptable and effective in some student groups than in others (in every group there will be some students who require more 'hand-holding' than others).

The effectiveness of all teaching methods varies for different students. Self-instruction may work well with some students and not with others. Some students enjoy working with computers more than others. A flexible programme that caters for different needs has obvious advantages. Students may be given a choice between attendance at lectures and reading, or between computerized and printed problem-solving exercises, and may be permitted to do the exercises in groups or alone, and in class or at home. Periodic surveillance of students' progress is especially important when such options are offered, as students may not always make the best choices. Not only the kind of teaching, but also the amount of teaching may vary for different students; special tutorials, summer projects, and elective courses have been advocated for those medical students who are interested in epidemiology, as well as very short courses for professionals outside the context of degree programmes (Bayona et al. 1994).

A number of evaluative studies—including randomized controlled trials and before–after studies, using both quantitative and qualitative methods—have demonstrated the value of specific teaching methods, such as a problem-based
approach (Dyke et al. 2001), discussion seminars (Marantz et al. 2003), an emphasis on the contribution of epidemiology to community-oriented health care (Öcek et al. 2008), and participation in epidemiological investigations (Soudarissaname et al. 1994). Useful though such studies certainly are, consideration should always be given to their generalizability—does the demonstrated success of a teaching programme for a specific type of student with specific teachers in a particular country necessarily mean that it will be equally successful elsewhere?

Practical considerations

It is hardly necessary to stress the importance of practical constraints that may affect teaching methods, such as the availability of time, teachers, and other resources, and the capacity and interests of teachers. If medical students are to be given ‘hands-on’ experience of the use of epidemiology in clinical work, for example, an obvious basic requirement is allotment of time for this during the clinical years.

Classroom teaching

Lectures

An exceptional lecture or series of lectures by an exceptional lecturer can be an inspiring experience. But by and large, lecturing is not the most effective way of teaching, although there may be little choice if teachers are scarce. Lectures are said to be as efficient as other methods with respect to the transfer of knowledge but less effective than discussions with respect to retention, transfer to new situations, problem-solving, thinking, and motivation for further learning (Krueger et al. 2004). In the UK, the proportion of public health teaching time allocated to lectures has decreased (Gillam and Bagade 2006). In a controlled trial of methods of teaching clinical epidemiology to medical students in Wales, lectures received the lowest evaluations (Gehlbach et al. 1985).

Good lectures can, of course, serve useful purposes. Apart from imparting facts, they can provide students with frameworks and models for use in their own explorations of the topic and they can sometimes communicate enthusiasm and a motivation to learn. The value of a lecture is enhanced by careful preparation, preparatory reading assignments for students, an interesting, audible, systematic, and not overlong presentation, appropriate use of the whiteboard or blackboard, computer presentations, slides, and handout material, sensitivity to the students’ reactions, provision of opportunities for questions or discussions, and assignments based on the lecture. In a large class, student interest in the lecture can be stimulated by asking questions and requesting each student to discuss the answer with his or her neighbour (James et al. 2006). Repetition of
the lecture’s main messages—but not too often, and preferably in different words—increases the chances that they will be remembered. ‘Tell them what you’re going to tell them, then tell them, and then tell them what you’ve told them’ is a well-tried and effective tactic.

Lectures alone cannot easily be used to teach skills but, in conjunction with practical exercises, they can serve a valuable function by presenting systematic frameworks for the performance of activities (how to appraise a screening test, how to plan a survey, how to investigate an outbreak, how to control for confounding, how to do a meta-analysis, etc.).

Group discussions

Group discussions with active student participation (i.e. with interaction among students as well as with teachers) are more effective than lectures, particularly if the group is small.

Cognitive psychology, we are told shows that if we elaborate our learning by thinking or talking (explaining, summarizing, questioning) . . . we are more likely to remember it when needed later. Therefore, discussion is most appropriate: to help students learn to think; to assist students in the evaluation of the logic of evidence . . . ; to supply opportunities to apply principles; to increase awareness of problems and formulation of problems . . . ; to use the resources of the group for motivation (Krueger et al. 2004).

Discussions may centre on topics presented by teachers or students; some or all of the students may have been given reading assignments in advance. The teacher’s roles include preventing the session from degenerating into a bad lecture by an unskilled student lecturer; drawing students into the discussion; guiding the discussion to ensure that the teaching potential of the topic is adequately exploited; and ensuring that students come away feeling they have learnt something, and knowing what it is that they have learnt. Billson (1986) offers practical advice on simple ways of nurturing constructive interaction in small groups.

‘Case-discussion’ sessions in which groups of twenty to twenty-four medical students discussed ‘cases’ after previously receiving and reading relevant materials were given strikingly positive evaluations (Marantz et al. 2003). These ‘cases’ were not patients but were doctors or medical students who had to make decisions or interpret information about, for example, the value of beta-carotene supplementation or the possible harmful effects of dietary sodium.

Discussion of students’ presentations of articles—preferably, of articles that all students have been asked to read—provide an opportunity not only to learn about the topic but also to learn how to evaluate study methods and appraise the validity of findings and conclusions. They constitute a useful teaching method
in programmes where the ability to read critically is a defined objective, or where the purpose is to enable students to deal with evidence concerning specific clinical or public health issues. Some teachers like to use ‘classical’ papers (Buck et al. 1988) that illustrate important epidemiological concepts or methods; others prefer recent papers of current interest.

‘Teach-back opportunities’ may be extremely helpful (James et al. 2006)—for example, by asking small groups to learn about specific epidemiological study designs and then explain them to the whole class.

Group discussions play a central role in most problem-based learning programmes, in which students are required to gather, discuss, and use information relevant to a specific problem.

Discussions of recent articles may be organized in a ‘journal club’ framework, generally in the context of continuing education for physicians or other professionals. But a systematic review of controlled trials and before–after studies suggests that, for postgraduates, this kind of experience has little effect on skills or behaviour (Coomarasamy et al. 2003). This parallels the results of reviews of studies of instruction in critical appraisal (evidence-based medicine) skills, which showed improvements for undergraduates but gave limited evidence of effects for postgraduates (Norman and Shannon 1998; Hyde et al. 2000; Taylor et al. 2000).

Other methods
Role-playing may be a useful technique, for example, in teaching the use of interviews in surveys. Students interview one another in front of the class, using schedules they have prepared themselves, and this provides a basis for discussions of the effects of the wording or sequencing of questions, interview technique, and so on.

Other classroom methods include panel discussions, in which experts discuss a topic among themselves and answer students’ questions, and symposia, in which presentations are made by a number of experts.

Laboratory teaching
‘Laboratory’ teaching is a convenient term for a variety of methods of involving students in practical activities that aim to teach epidemiological skills in a systematic way.

Problem-solving exercises
Problem-solving exercises generally present data derived from actual or imaginary studies and require students to analyse and appraise the facts, draw inferences, and reach decisions concerning the need for further investigations and/
or intervention. These activities are analogous to the ‘hands-on’ activities that have been successfully used in teaching clinical skills to medical students (Krueger et al. 2004). If the exercises relate to actual situations, their role in the teaching of epidemiology is similar to the role of the examination of patients in the teaching of clinical medicine (Lowe and Kostzewski 1973). The exercises provide practical experience, under ‘laboratory’ conditions, in the use of epidemiological tools—methods of investigation, analysis, and data interpretation. Students may be required to gather data (generally from documentary sources), prepare tabulations and charts, perform statistical analyses, and formulate and test hypotheses. Library research may be needed. The exercises are often constructed serially (i.e. at each step students are asked what additional information they need and then given new facts and new tasks). The exercises may centre on epidemiological methods, the epidemiology of selected conditions, or specified epidemiological concepts. They are probably most effective if they deal with problems and techniques of obvious relevance to the students’ interests.

The exercises may be carried out by students working alone or in small groups (of, say, four or five), inside or outside the classroom. Students are usually advised to summarize their answers in writing. When such exercises are done in a classroom, instructors may circulate among the groups to guide the students and review their answers, and the class may be brought together from time to time for a more general discussion.

Printed exercises designed to inculcate basic epidemiological concepts and skills, provided with solutions and comments, can be used either for self-instruction or in group situations and permit students or groups to work at their own pace. Exercises of this sort are provided by (inter alia) Abramson and Abramson (2001) and Hebel and McCarter (2012). Online exercises can be found at <http://www.epidemiolog.net>.

Advice on the planning and use of problem-solving exercises is provided by Noah (2001). The exercises can range from short ones, several of which can be covered in a single session, to an elaborate multistage investigation of a public health problem, requiring as much as one-twelfth of the total time of a master’s programme in public health (Kreis et al. 1998). They may or may not require the use of a computer and of library resources.

**Exercises in specific techniques**

Exercises in specific techniques—performed in the classroom or as ‘homework’—are commonly used to provide experience in performing epidemiological procedures and to reinforce or extend the student’s knowledge of epidemiological principles or facts. Such exercises, which do not necessarily
present the intellectual challenge of problem-solving, can be used as adjuncts to lecture or reading courses. A course on research methods, for example, may include exercises on the choice of a study design, the formulation of study objectives, the choice of controls, the selection of a sampling method, the use of random numbers, the choice and definition of variables, the measurement of validity and reliability, the design of questions and questionnaires, data processing, and so on. These may be more than pencil-and-paper exercises: an unforgettable demonstration of observer variation, for example, can be staged by asking all the students in a group to measure a volunteer’s height and weight, or to determine blood pressures based on a film of sphygmomanometer readings.

Some topics, for example, the use of statistical methods in epidemiology, can hardly be taught without the practical drill that systematic exercises provide.

**Computer exercises**

Students should be given experience in the use of computer software for epidemiological purposes. This may be done in the framework of problem-solving exercises, or whenever statistical issues come up in the course of group discussions, or via exercises specifically dedicated to computer procedures. Graduate students, in particular, should have experience in the use of computer databases and in computer analysis.

Various commercial statistical packages can be used for this purpose. Gange (2008), for example, recommends the use of Stata on the grounds that it is flexible, relatively inexpensive, and easy to use. Others prefer Minitab, on the grounds that novitiates ‘mostly have little difficulty after only 3 hours of instruction’ (Simpson 1995). But it is advisable to let students use readily available free programs, particularly in less affluent countries. An annotated list of statistical programs that can be downloaded from the Internet free or can be used online is provided by Abramson and Abramson (2008). Several lists of free or online statistical software are available on the Internet, notably, at <http://www.statpages.org> and <http://www.l-lists.com/en/lists/dz3a5t.html>.

Free statistical packages with a specifically epidemiological slant include EpiData (available at <http://www.epidata.dk>), Epi Info (<http://wwwn.cdc.gov/epiinfo>), OpenEpi (<http://www.openepi.com>) and WINPEPI (http://www.brixtonhealth.com/pepi4windows.html). All four perform the basic statistical analyses required in most epidemiological studies, and the first two also help in the design of questionnaires or data entry forms and simplify the production of data sets. WINPEPI is a user-friendly ‘Swiss army knife’ package of programs for epidemiologists (Abramson 2004), and students usually find it easy to use, once they have learnt to focus on the specific modules and results that interest
them and to disregard the many others. There is no steep learning curve (or hardly any learning curve at all). WINPEPI can provide hands-on experience in all the procedures listed in a guide to the teaching of statistics in epidemiology (see chapter 5) and in all the statistical tools commonly used by clinical epidemiologists in patient care, as well as in many others that are less commonly used or not very easily found, such as the capture–recapture method. The package has considerable potential as a learning and teaching aid (Abramson 2011), both with respect to practical procedures in the planning and analysis of studies and with respect to important epidemiological concepts. It can, for example, demonstrate the effects of misclassification on prevalence rates and odds and risk ratios, assess inter-rater and intra-rater reliability, allow for the effects of multiple significance tests, appraise the influence of unmeasured confounders, illustrate the use of Bayes factors to appraise whether associations are worthy of note, estimate the probability that an effect will be replicated in other studies, test the goodness of fit of a logistic model, appraise the bias in a survival curve because of dropouts, and examine the effects of publication bias and the inclusion of specific studies in a meta-analysis. Use is made of WINPEPI in the basic epidemiology and statistics textbooks by Gerstman (2008, 2013) and LaTorre (2010).

Self-instruction

Many students find self-instruction (self-directed learning) attractive because they can choose their own pace and sequencing, working alone or with friends. Some students need only be ‘pointed in the right direction’ and can then be largely left to their own devices; others require considerable ongoing guidance. An important advantage of self-instruction is that it nurtures the capacity to learn in a self-directed way. Unless students have this skill, they will cease to learn when they complete their formal tuition and are exposed to the ‘future shock’ they could encounter after graduation . . . ‘their world will be characterized by rapid change, and by many facts and skills which have [a] half-life of ten years or less’ (Higgs 1982). A major goal of an epidemiology course, it has been said, is ‘to provide you with some perspectives and tools that will prevent you from becoming obsolete after you leave medical school’ (Ernster 1979).

In theory, self-instruction saves teachers’ time. In practice, it may not do so because of the need to prepare appropriate learning guides and other material and to provide supplementary individual tutoring. But if suitable self-teaching aids are already available, the technique may be a valuable one where teachers of epidemiology are scarce or where teachers would like to devote more of their limited time to dialogues with students.
Use may be made of textbooks and journals, selected material obtained from the Web, or full-blown self-instruction packages.

Reading

Self-instruction by reading is, of course, an ancillary method in all epidemiology courses. Students are generally given lists of required and recommended reading. This may be regarded as background learning or it may be given more prominence by requiring its use in class presentations or discussions or in written assignments.

Many epidemiology textbooks are available, and their number is increasing fast. At the last count, Google Books listed 957 books on epidemiology. The books range from basic texts such as *Epidemiology Kept Simple* (Gerstman 2013), whose preface quotes Einstein, ‘Things should be made as simple as possible, but not any simpler,’ *Epidemiology—An Introduction* (Rothman 2012), *Epidemiology* (Gordis 2008), and *A Pocket Guide to Epidemiology* (Kleinbaum et al. 2006), to the authoritative but challenging *Modern Epidemiology* by Rothman et al. (2008), the imposing *Encyclopedia of Epidemiologic Methods* (Gail and Benichou 2000), and the voluminous *Handbook of Epidemiology* (Ahrens and Pigeot 2005).

Selecting a suitable textbook may not be easy. Many teachers of epidemiology find that there is no single text they can recommend, if only because the objectives of courses vary, as do the contents, emphases, and approaches of textbooks. Some books deal only with particular aspects, for example with basic methods of epidemiological studies (Silman and MacFarlane 2002; Abramson and Abramson 2008), with clinical epidemiology (e.g. Fletcher and Fletcher 2005; Haynes et al. 2006; Weiss 2006; Grobbee and Hoes 2009), social epidemiology (Ibrahim 2004; Cwikel 2006), or field epidemiology (Gregg 2008), or with specific diseases or domains of epidemiology (cited in other chapters of this book). Books that claim to be comprehensive texts generally have gaps, and students are therefore often advised to read specified parts of different textbooks, as well as selected journal articles. Some teachers prepare compilations of chosen materials.

If textbooks are in short supply and library facilities are poor, material available on the Internet may be recommended. For example, the ‘Supercourse’, a rapidly growing collection of ‘lectures’ (currently over 5,400) on public health at <http://www.pitt.edu/~super1/> are Microsoft PowerPoint presentations. Similar material is provided by TeachEpi (<http://teachepi.org/>). But it should be noted that non-oral lectures can be expected to have most of the disadvantages and none of the advantages of oral lectures. A randomized trial among medical students has shown, however, that PowerPoint presentations with a supplementary audio feed transmitted knowledge as effectively as live lectures and that
students found them more satisfactory (Spickard et al. 2002). Also, introductory textbooks and other teaching material are available on the Internet, such as the ‘Public Health Textbook’ available at <http://www.healthknowledge.org.uk/public-health-textbook>. Lists of these resources can be found at (inter alia) <http://www.epidemiolog.net>, <http://www.cdc.gov/excite/library/index.htm>, and other websites listed at <http://blog.discoveryeducation.com/blog/2012/05/06/great-resources-to-teach-epidemiology/>.

Students should of course be encouraged to find material on the Internet themselves. It is arguable that training in literature searching skills should be an integral part of epidemiology courses, especially those on clinical epidemiology and evidence-based medicine or evidence-based public health, although a systematic review has provided only limited evidence that such training is effective (Brettle 2003). In one school, a course (with the participation of librarians) that focused on finding and evaluating the best evidence was found to lead to an increased use of journal literature during the clinical clerkship (Dorsch et al. 2004). It is possibly sufficient to use Google Scholar (Noruzi 2005) for most purposes. However, all students should be introduced, even if only briefly, to ways of conducting an exhaustive search (e.g. for meta-analyses) (Hunt et al. 2000), and should become acquainted with PubMed (http://www.ncbi.nlm.nih.gov/sites/entrez/) and its simplified SLIM interface (<https://pmi.nlm.nih.gov/slim/>); but they should be advised that, unless they have acquired the requisite skills, they should enlist the help of a medical librarian. Google Scholar may be insufficiently complete or up to date to be used for exhaustive searches (Giustini 2005; Burright 2006), although a recent study suggests that it may be good enough to be so used (Jean-Francois et al. 2013).

**Self-instruction packages**

Self-instruction packages may take the form of a parcel of reading material (ready-made or compiled by the instructor), a set of exercises and other printed aids, a package using audiotapes, videotapes, slides or other components, or a self-instructional computer program. Published ‘do-it-yourself’ books include study guides (Unwin et al. 1997; Hebel and McCarter 2012) and a self-instruction manual on the interpretation of epidemiological data (Abramson and Abramson 2001). Numerous packages are available, some of them on CD-ROMs or DVDs or on the Internet, and some of them accompanied by printed manuals.

As an example, *Studying Populations*, written by Charles Florey and his colleagues, is a widely used computer-assisted learning package of over eighty exercises on basic epidemiological methods, designed for medical and public health students and practitioners (available at <http://www.dundee.ac.uk/~cdvflore/>). The exercises deal with epidemiological and statistical concepts
and methods, demographic tools, and research methods. ActivEpi, which provides a multimedia learner interactive course on epidemiology (see Kleinbaum et al. 2013); and CDC Train, offered by the Public Health Training Network of the US Centers for Disease Control and Prevention (<http://https://cdc.train.org>). The North Carolina Institute for Public Health offers a periodical, Focus on Field Epidemiology, whose issues can be used for computer-based self-study (<http://cphp.sph.unc.edu/focus/index.htm>).

A computer-assisted program should not just be an ‘electronic page-turner’ that has few advantages over printed material but should exploit the computer’s capacity to interact with the user; it should permit the learner to choose topics and their sequence and (where appropriate) to control the level of difficulty, and should carry on a dialogue by providing immediate feedback appropriate to the user’s responses (correct or incorrect). Well-designed programs provide specific feedback enabling the student to assess his or her own knowledge and progress and, where necessary, reinforce learning. The program should be user friendly; that is, it should be easy to operate, with lucid and unambiguous text, uncluttered displays, clear and simple instructions, and readily available on-screen help, it should permit the correction of mistakes and the changing of answers, allow for easy transition to previous screens, provide an easy way of quitting the program, and so on (Johnson 1985; Skiba 1985; Kearsley 1989). And, of course, its content should meet the requirements of the epidemiology course.

Increasing use of computer-assisted learning programs is to be expected. For many students, their main attraction is that these programs let them work in a non-threatening private learning environment, in which they can make errors without fear of ridicule from peers or teachers (Larson 1984). In case studies of undergraduate ‘electronic’ courses (i.e. using Internet material and online statistical programs) on epidemiology and on quantitative methods, feedback from students expressed satisfaction with the experience: ‘We learned current and usable skills’ and ‘It’s one thing to be taught something in lectures and even have someone else show it to you, but there’s a lot to be gained from when you actually do it. That’s where the learning comes in.’

For teachers, the attraction of computer-assisted programs is their cost-effectiveness. Tests of the use of computer-assisted programs in the education of health professionals have shown that students learn as well with these as with more traditional teaching strategies but in one-third to one-half the time (Larson 1984). But teachers who propose to write their own computer programs should be ready to devote considerable time to this. Estimates of the time required to develop one hour of computer-based instruction range from 20 hours (Veloski 1986)—with more time needed for pilot testing, evaluation, and
revision—to 228 hours (Reinhardt 1995) or more. Teachers preparing self-instruction packages should be wary of the unwitting use of copyrighted material (Spallek and Schleyer 1999; Crews 2006).

**Problem-oriented projects**

Problem-oriented projects pose students with tasks that require the employment of epidemiological knowledge and methods. They provide valuable hands-on experience in addressing real-life or simulated problems. Students may evaluate such projects more favourably than formal teaching—and with no detriment to their examination results (Marantz et al. 1991). In a controlled trial among medical students studying epidemiology, the students using problem-based learning had a stronger grasp of epidemiological principles, were more enthusiastic about epidemiology, and performed equally well in examinations (Dyke et al. 2001). Other studies, too, have reported equivalence in examination results (Khan and Fareed 2001; Krueger et al. 2004). A problem-based course in pharmacoepidemiology for undergraduate science students received high ratings; the students ‘relished the course’ (Rangachari 2004).

Projects may be assigned to individuals or (more usually) to groups. Group projects have the ancillary advantage of providing experience in teamwork. Most students perform well in group projects, even if there are some who leave the work to their more interested and conscientious colleagues. Whole-class projects may be undertaken, in which tasks are divided among different groups. Ongoing tutoring is usually provided. Especially for graduate students, projects may have an appreciable element of self-instruction; students may be required to crystallize their own objectives and reach their own decisions about methods of investigation. Classroom sessions may be organized to review the planning and progress of the projects, so that learning experiences can be shared. Final reports are generally presented orally to the whole class, as well as in writing. A project may form the basis for a thesis; this is a requirement in some courses, especially those that aim to produce researchers or teachers.

The nature and scope of projects vary, depending on students’ and teachers’ specific interests, the time available, and other considerations of feasibility. Some projects are restricted to library research, particularly for undergraduate students, who may be asked to find, read, and critically appraise articles with a bearing on a decision required in clinical or community health care. Most projects involve systematic data-gathering, in the field or from clinical records (which may be particularly attractive to medical students). The project may be concerned with the health status of a group or community, the determinants of health, or the provision of health care, providing a true experiential-learning
opportunity, and may be descriptive or analytical; it is often evaluative in nature.

Students are generally asked to make recommendations based on their findings, in order to provide experience in the interpretation and use of epidemiological findings. Students of public health (Gofin et al. 1985) and health management (Mercenier and van Balen 1973) may be required to make practical use of the findings for planning or evaluating health care. The use of findings in the development of student-organized action programmes, as well as the controlled evaluation of a programme originated by a previous group of students, have been found to be strong incentives (Schofield and Muller 1973).

Projects sometimes take the form of research aimed at the acquisition of generalizable new knowledge. This kind of experience is a requirement for some graduate students. It has also been advocated as an important and productive contribution to the teaching of epidemiology to undergraduates, sometimes leading to publications. But even with grant support for an adequate infrastructure of personnel and equipment, several generations of students may have to work on each study, and faculty members may have to complete student-initiated projects (Grufferman et al. 1984). Requiring medical students to write a research protocol has been advocated as a method of teaching research design, even if there is no intention to perform the study (Linskey et al. 1987); projects in research design have also been included in undergraduate nursing courses (Laschinger et al. 1990). At a school in India, first-year clinical students conducted case-control studies, and second-year students undertook research projects in community medicine (Soudarssanane et al. 1994). In West Virginia, a course that focused on the writing of a research proposal was found to be more effective and acceptable to medical students than previous approaches to the teaching of epidemiology and led in some instances to actual research (Garland and Pearson 1989).

Project work is now part of the curriculum in public health in the majority of medical schools in the UK (Gillam and Bagade 2006).

**Distance learning**

As communication technologies advance, distance learning (characterized by the physical separation between instructors and learners) is growing in popularity, and numerous academic programmes are in existence, provided by the Open University and other institutions. Emphasis has been given to the role of distance learning in epidemiology for students and professionals in countries where teachers are scarce or students have difficulty in reaching teaching centres, and to its potential for enhancing practical and research collaboration between public health workers in developing and developed countries.
Traditional correspondence courses are being replaced by methods that range from the placing of ‘lectures’ on the Internet, and electronic mail, to more elaborate methods of transmission and mechanisms that allow real-time interaction between teachers and students or among students. Student discussions may be facilitated by setting up mailing lists, by establishing discussion boards on websites, or even by audio/video teleconferencing. The curriculum may include self-instruction components, problem-solving, and other exercises, and even group projects. Distance learning courses may incorporate computer-assisted learning materials (which imply interaction between learner and computer); but a key characteristic of these courses is that there should also be interaction between learner and teachers—and sometimes between learners as well.

The development of one such course is described by Bruce et al. (2002), who emphasize that its language should be simple and friendly, that the students’ workload should be kept to the essential minimum, and that the contents should be non-offensive in all communities. Students particularly liked the Web conferencing system, which was ‘highly effective in overcoming the potential isolation of distance study’.

The preparation of material for distance learning may be very time-consuming, and teachers have reported that ‘providing effective feedback for students required nearly as much time as in an ordinary course with the same number of students’ (Ostbye 1989).

Active student interaction may be encouraged by the posing of thought-provoking questions and by requests for feedback. Common problems include slow feedback from instructors, excessive length of the course, and students’ reluctance to participate in online discussions.

Teachers interested in distance learning should be prepared to learn new skills or to collaborate with experts on technical aspects. A useful primer on distance learning in public health is offered by the Public Health Training Network of the US Centers for Disease Control and Prevention. It reports that practical experience indicates that the best distance learning programmes combine a variety of media, selected for different purposes, and that success is enhanced if students are organized into groups under a local facilitator, especially if the groups meet periodically. The primer describes concepts and strategies, and provides references to available resources. Among the methods listed are audio conferences, computer conferences, audiographics, and one-way and two-way video.

**Combined methods of teaching**

The most effective teaching programmes are probably those that use a variety of different approaches, exploiting the special advantages of each. They may
include courses dealing with different topics and using different teaching methods; with good sequencing and coordination, these can reinforce each other.

A type of integrated course that is well accepted by students, and that I most enjoy teaching, is a ‘workshop’ course offered as an elective (which ensures that its participants are motivated) to public health students who have completed their basic epidemiology course. It is appropriate for a group of preferably not more than twelve or thirteen, but at a pinch up to, say, sixteen, students. The key elements are reading assignments (two to four papers that are handed out to all the students, for reading before the next week’s session), group discussions, and computer exercises. The students are asked to bring their laptop computers, with WINPEPI programs installed. The papers include recent ones dealing with important topics of current interest, as well as older ones chosen because of their teaching potential. They include reports on ecological and other descriptive studies, appraisals of screening or diagnostics tests, case-control studies, cohort studies, clinical and community trials, and meta-analyses.

To ensure interest, the week’s assignment usually includes at least one bizarre paper, dealing, for example, with the positive correlation between infant mortality and the prevalence of doctors (Cochrane et al. 1978), a meta-analysis of descriptions of the Indian rope trick (Wiseman and Lamont 1996), a purported relationship between antiperspirants and breast cancer (McGrath 2003), an association between heartburn in pregnancy and the baby’s hairiness (Costigan et al. 2006), an association between shaving and stroke (Ebrahim et al. 2003), a systematic review of randomized controlled trials of parachute use (Smith and Pell 2003), a study of the validity of a dog’s diagnosis of Clostridium difficile infection in hospital patients (Bomers et al. 2012), and randomized controlled trials of the effect of accelerated ice-cream eating on headaches (Kaczorowski and Kaczorowski 2002) and of the effect of prayer on the duration of hospital stay of septicaemia patients discharged five or more years before the praying (Leibovici 2001).

The discussions centre on the methods of study, the manner of drawing inferences, and practical implications. Good studies serve as models, flawed ones as object lessons. The discussions are interspersed with or followed by computer exercises, in which the students perform some of the procedures reported or called for by the papers (estimations of sample size or power, significance tests, estimation of confidence intervals, selection of random samples, randomization, allowance for multiple significance testing, computation of attributable fractions, fail-safe n, number needed to treat, direct and indirect standardization, Mantel–Haenszel procedures, multiple logistic analysis, etc.).

Since not all the students bring laptops, they usually work in small groups, with the instructor moving from group to group. From time to time they come
together as a single group, focusing on results explained on a whiteboard or projected on a screen. The computer exercises enable the students to understand the statistical procedures better, and give them confidence in their capacity to do them themselves, in their own later epidemiological studies. As Confucius said, ‘I hear and I forget; I see and I remember; I do and I understand.’ Well-chosen examples may also open their eyes to awkward truths—students never fail to be surprised to find that an observed prevalence of 120 per 1,000, using a measure whose sensitivity and specificity are 90 per cent, points to a true prevalence of only 25 per 1,000, or to see how inaccurate their guesses about the effect of misclassification on an odds or risk ratio can be.

**Teaching in the hospital**

Teaching epidemiology in the hospital is of special importance for medical students and others whose main concern is the clinical care of patients, and for students with a special interest in hospital services.

For the former category, the challenge is to bring the students to realize the importance of epidemiology by emphasizing epidemiological topics that are closely related to the clinical problems they encounter. In some medical schools, epidemiologists participate in ward rounds and case discussions or run ward rounds themselves, in order to ensure coverage of the epidemiological features of common diseases and the principles of clinical epidemiology or of evidence-based medicine (i.e. the use of epidemiological knowledge and methods in diagnosis, in prognosis, and in decisions about care). This ‘bedside’ approach may depend for its success on the attitude of key clinicians to epidemiology, and on the availability of teachers who are versed in clinical medicine as well as in epidemiology. The bedside approach is not necessarily effective, even for teaching its limited epidemiological agenda. In a London medical school, where bedside teaching by epidemiologists was replaced by a seminar course based on small-group sessions and practical exercises, the new course was positively evaluated by students and led to a greater appreciation of the importance of epidemiology for clinical practice (Heller and Peach 1984).

Problem-oriented projects for medical students might take the form of ‘literature critiques’ on problems that interest them, or the performance of surveys based on samples of hospital patients and dealing with clinical problems.

For public health students and others with a special interest in hospital services, the hospital situation offers a wide variety of opportunities for experience in the application of epidemiological methods. Problem-oriented projects may deal with such topics as nosocomial infections, physical hazards in the hospital environment, sickness absences of personnel, factors influencing the use of services
and compliance with care, the effectiveness and safety of various diagnostic and therapeutic services, and the impact of the hospital on community health.

**Teaching in the field**

**Field projects**

Field projects can provide valuable learning experiences. The projects may be undertaken by individual students or by small or large groups. They generally involve surveys of diseases or health status in selected samples or population groups, surveys of environmental and other determinants of health, or studies of health care. Use may be made of available data as well as, or instead of, data gathered by the students. Possible topics range over the whole field of public health. For most students, the experience is most interesting if the project has the aim of solving or alleviating a known health problem.

Tutoring is generally a combined responsibility of teachers of epidemiology (and maybe biostatistics or other subjects) and the personnel of the services or agencies with whose help the projects are conducted. The latter act as preceptors, and the feasibility of projects often depends on the availability of suitable preceptors.

Field projects have been used for teaching epidemiology to health workers of different kinds, ranging from public health specialists to practical nurses (Kurtzman and Block 1983) and community health workers (WHO 1981), and also as opportunities for bringing together groups of students of different disciplines (e.g. medical students and health inspector students; Bennett 1981—to assist them in learning to function in teams concerned with common tasks).

Field projects based on local community services can serve useful educational purposes for all students but students with a specific interest in public health services at a regional or national level may require projects that go beyond a local community. ‘Learning while doing’ may be the central feature of the training of health professionals for careers in applied epidemiology and preventive medicine, as in the Epidemiologic Intelligence Service programme of the US Public Health Service, a programme which provides two years of practical experience in field investigations and epidemiologic research of local, state, national or international importance (Thacker et al. 2001) and similar field epidemiology training programmes in other countries.

**Teaching in the community**

A community health centre (or a general practice or other primary care service that serves a defined population) offers special opportunities for a wide variety of epidemiological projects of interest to various categories of students
Possible topics include common diseases and disabilities; familial, social, environmental, and behavioural factors and their effects on health and disease; processes of growth, development and ageing; and various aspects of the care of people living in their own homes.

A health centre or service that practises community-oriented primary care (COPC) can be a particularly useful teaching context. COPC combines the care of individuals and families with the care of the community as a whole, in a single integrated practice, and is characterized by the development of programmes that deal systematically with the health needs of the community and its subgroups (Kark 1981; Abramson 1988; Kark et al. 1994; Rhyne et al. 1998; Gofin and Gofin 2011). It is an evidence-based form of health care, using epidemiology as the basis for the appraisal and elucidation of needs and for the planning and ongoing monitoring and evaluation of the programmes—that is, epidemiology in practice, incarnate. Attractive features for medical students are the emphasis on a real community problem (a ‘community case’) and the similarity of the COPC cycle (examination and community diagnosis, consideration of different interventions and their probable effectiveness, intervention, surveillance, evaluation, and modification of intervention) to the approach they have learnt to apply to individual patients in their clinical work.

The service is likely to be a useful context for the teaching of epidemiology only if its personnel are interested in the use of epidemiology and if there are ongoing programmes that demonstrate the utility of epidemiology in the planning, provision, or evaluation of care. Epidemiological activities that appear to be conducted solely for teaching purposes may have a negative impact on students.

The opportunities that a COPC practice provides for teaching epidemiology (Kark et al. 1973; Gofin et al. 1985; Boufford and Shonubi 1986; Osborne et al. 1986) may be used in at least four ways. First, students can be exposed to the COPC programmes and thus observe how epidemiology can contribute to community health care. They will see what methods are used—how community diagnosis and health surveillance are conducted, how the findings are used in the planning of community programmes, how the programmes are monitored and evaluated, and how new findings are used as a basis for programme modifications. Second, students can be given ‘laboratory’ exercises based on data collected in the practice. Third, they can undertake projects related to the centre’s activities. These may be directed at collecting information that may help in modifying existing programmes or developing new ones, or they may be less pragmatic ‘research’-oriented studies that make use of the centre’s accumulated data and other resources. Fourth, students may be asked to apply what they have learnt by planning COPC programmes for the communities in which they themselves
work or will work, using available information about these communities and their health services; problem-solving projects of this kind are best performed by small groups of students, at least one of whom knows the community well.

Integrated workshops on COPC, incorporating most or all of these approaches, together with teaching concerned with basic management skills, community health education, community organization, and other topics, have been provided in Jerusalem for fifty years (Neumark et al. 2011) for public health students, residents in family medicine, paediatricians, and others (Kark et al. 1973; Gofin et al. 1985). In general, they have been favourably received, and most participants subsequently reported that they were applying what they had learnt. In a number of instances, the students’ plans for health programmes in other communities were later put into operation.

Field demonstrations

Field demonstrations based on visits to agencies concerned with the collection, analysis, or use of epidemiological data are worthwhile only if they are well prepared and organized, and are clearly concerned with topics of interest to the students. Otherwise, they can easily deteriorate into casual sightseeing trips.

Assessing students’ achievements

There are many ways of evaluating students; for example, by using written examinations comprising short or long essay questions, multiple-choice questions, or true/false questions, or oral or take-home examinations, or by marking problem-solving exercises, or by appraising the performance of projects, such as the preparation of a research proposal or a critique of a paper. Different teachers will prefer different methods for courses of different kinds and for students of different kinds.

In the type of small-group ‘workshop’ course described earlier, where motivated public health students present and discuss published study reports and perform relevant computer exercises, there is a lot to be said for the kind of appraisal commonly used in grading the clinical work of medical students (Magarian and Mazur 1990), namely, a subjective evaluation by the teacher, based here on the student’s participation in discussions and other class activities. Experience indicates that when students in such a course are allowed to decide how they will be appraised, they always opt for this method.
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Part 4

Pedagogies
Introduction to the guide for teaching assistants in a methods course in an epidemiology department

The core epidemiologic concepts that are the subject of any methods course may appear clear-cut and simple on the surface but are, in fact, multilayered with many finely distinguished subtleties. It is imperative that students new to the field be articulately walked through the material and not be misinformed. Having a firm command of these concepts is a vital prerequisite for becoming a teaching assistant (TA) for any methods course. The duties and responsibilities of a TA vary according to the educational institution, level of study (i.e. graduate vs undergraduate), and area of concentration (i.e. for majors or non-majors) but there is a common thread that runs true regardless of the situation: the TA represents the bridge between the professor and the student. The TA has the advantage of having both a solid understanding of the concepts being presented and having the recent memory of what it was like to hear about and be expected to internalize those concepts for the very first time. This unique position enables the TA to find ways to bring closer together the experience and expertise of the professor and the open and eager minds of the students in ways that allow information to be appreciated and understood.

Especially in the case of a methods course with a very large number of students, the TA provides ‘the human contact and personal motivation that can make the difference between success and failure for individual students’ (Streicher 2005). However, being a TA does not mean that one has to have all the answers. The TA that can respond to a student’s question with ‘I am not entirely sure of the answer but I will research this and come back to you with an answer’ is one that will earn the trust and respect of his or her students. It can be encouraging and motivating for students beginning to learn complex concepts to work
with and be taught by someone who has had to struggle a bit to gain understanding. Students who feel their TA is working alongside them, rather than speaking down to them, may feel freer to ask questions, volunteer answers that may be wrong, or ask that comments be repeated or rephrased.

**Roles and responsibilities**

People considering becoming TAs are generally themselves students, still working toward an advanced degree. Along with the demands of being a graduate student, becoming a TA is a substantial responsibility. Taking on the duties of a TA may limit the number of courses a graduate student can reasonably undertake simultaneously, perhaps delaying slightly, completion of coursework. Nevertheless, there are benefits to being a TA that may outweigh the temporary loss of momentum in one’s own education pursuits.

First, there is no better way to uncover areas in which one may not have as solid an understanding as previously thought, than to teach someone else. In preparing lesson plans for TA-led discussion sections, this shaky ground soon becomes apparent to the TA, who must work through the particular concept himself or herself or ask for clarification from the professor. Then the TA can teach students with a fresh and confident perspective. Second, being a TA allows a person to experience teaching and can afford an opportunity to decide whether a career in education may be something s/he would want to pursue down the road. Third, working as a TA also allows one to demonstrate the ability to make independent decisions, adapt one’s teaching style to the students’ needs, and be an effective team player. If successfully negotiated, this can go a long way in establishing one’s credibility to work at various positions in a professional career across areas of education, research, or services.

The variety of instructional duties of TAs may include providing logistical support to the professor in charge of the course, attending lectures conducted by the professor, conducting discussion sections that supplement the lectures, assisting with the preparation, proctoring, and grading of examinations, evaluation of homework assignments and student projects, and holding office hours. We will elaborate on each of these and other roles of a TA in this chapter.

When considering taking on the challenge of teaching assistantship, one must be willing and fully prepared to devote approximately twenty hours per week to address adequately all the aspects of the position. This figure could vary with the number of weekly lectures and discussion sections but is a good estimate of the average amount of time required for the combination of lesson planning, attendance of lectures, office hours, email correspondence, meetings with the professor, and post-section analysis.
Fulfilling these multiple roles effectively will require efficient time management on the part of the student-TA. This would involve learning to say ‘No’ to tasks outside reasonable expectations from a TA, prioritizing the week’s activities, making a to-do list for the day, and not ignoring other personal activities such as research, recreation, and socialization. It is always helpful to consult other experienced TAs for ideas and suggestions about teaching and juggling multiple roles.

**Before instruction begins**

**The TA–professor consultation**

The most important event to take place before the first day of class is one or more meetings between the professor and the TA. For the TA to be a successful assistant to both the professor and the class, it is vital that s/he understands clearly the depth and breadth of the core methods that the professor plans to cover. A list of covered topics may be available from previous years that can be used as a jumping-off point, but the TA must be able to visualize the progression and pace of how the current course will unfold. This will aid the TA in preparing the course syllabus as well as in working out a skeleton plan for the discussion sections s/he will be leading. In addition, the TA may be able to offer the professor constructive feedback from when s/he was a student, in terms of a concept that was particularly difficult to grasp or perhaps an alternate reading or other resource that the TA found to be helpful when s/he was the student.

Second, the TA will want to know what the professor’s expectations are for the discussion sections and, in general, for the role the TA will play. Some professors may wish to suggest topics for discussion or exercises to be worked through, while others may wish to leave the TA to decide on the structure and content of the discussion sections. In either case, before instruction begins, the TA should have a firm idea of what to expect from the professor and what is expected of him or her.

Finally, the method for developing and grading exercises and exams should be outlined before the first day of class (i.e. who will write the homework exercises and exams, when will they occur, who will grade them, who should be in a position to listen to student questions about the grading, and who should be responsible for final decisions on grading). This will allow a clear representation of authority to be established for all involved, the professor, the TA, and the class.

**The course syllabus**

Creation of the course syllabus, generally undertaken in conjunction with the professor, is the next step. The syllabus should be a fairly uncluttered document that contains information to help students quickly find where and how to contact
the professor and the TA, when and where the class takes place, when and where office hours are held, what topics are planned for each day of class, what are the required readings for each class, due dates for homework exercises or papers, and when and where exams will be held. The TA prepares a draft of the course syllabus and submits this to the professor who should have a chance to review and make changes to content, format, and layout. Once the final version of the course syllabus is agreed upon, it should be printed out in sufficient numbers such that each student can be given a copy, along with a copy for the professor, the TA, the administrative office, and five to ten extras for last-minute enrollees. Any additions or changes to the syllabus during the course should not simply be verbally announced to the students. It is always better to give the students a revised printed syllabus or a printed addendum. If available, use of a web-based course management system (CMS) allows updates to be made and posted instantly with potentially automated notification to users (i.e. students, the professor, and the TA, in this case) that changes have been made.

**Online teaching aids**

A class website can be a helpful tool for both teachers and students and there are a variety of ready-made CMS available. If the educational institution does not subscribe to any of the available CMS but provides access to a server, a class website can be constructed that can link from the professor’s homepage or directly from the department’s list of offered courses on the official website. The website should be password protected so that only enrolled students are given permission to access the course materials and readings. If it is password protected, published articles from journals can be made available for downloading and/or printing in PDF (Portable Document Format) format without violating copyright issues. In addition, with special permission, the professor’s lecture slides, as yet unpublished documents, and personal communications can be shared with students who are enrolled in the class. Each professor and/or guest lecturer should be given the option of having his or her slides posted before the lecture, or postponing until after. The professor’s decision is made based on concerns that students will simply download the slides and not attend the lecture. Within the course syllabus, the title of each required reading can be linked to the PDF file on the university’s server so that students may view or print off the required course readings. This saves time in terms of each student having to search individually for articles by name, with success at locating the article dependent on the student’s computer skills and access to high-speed Internet. It also saves the department money, time, and resources by avoiding the necessity to needlessly print course materials for each student, especially in a class with a large enrolment, typical of many methods courses.
Furthermore, this type of online course syllabus allows additional readings to be posted and made available instantly, changes can be made to the lecture schedule to accommodate the pace of each class, last-minute guest speakers can be added, exam dates changed, etc. A class email list should be constructed and maintained by the TA. Notification of changes to required readings, additions and/or corrections to the lecture or exam schedule can thus be easily emailed to all enrolled students. Even so, students should be told on the first day of class to check the online course syllabus frequently to make sure they are kept abreast of changes.

The homework assignments

If the TA will be independently responsible for creating homework assignments, this should be undertaken after discussion with the professor and armed with knowledge of the concepts to be covered in lectures. Homework exercises can be developed that are flexible enough to be adapted to match the complexity level at which each concept is taught. The level of complexity at which each concept is taught may not become apparent until the day of the lecture, as this will depend on the ability of students to digest each concept. For example, when teaching the concept of confounding, the professor may choose, based on his or her feeling about how well the students are grasping confounding on a conceptual level, to forego discussion of calculations of standardized association measure estimates and variance estimators until a later time or perhaps permanently. The TA can prepare a homework exercise regarding confounding in which questions can be inserted or exchanged to reflect the level of complexity covered in class lectures. The following example (Fig. 28.1) is taken from a core methods course in the University of California, Los Angeles (UCLA) School of Public Health’s Epidemiology Department, adapted and modified from course notes and examples from Epidemiology 601 (University of Michigan, Prof. Hal Morgenstern) and reproduced here with the kind permission of Prof. Morgenstern. The data is not from a real study but was created by Prof. Morgenstern for teaching purposes. The first set (A) of questions reflects the inclusion of class lectures on standardization and variance estimators, while the second set (B) of questions is drawn from a year in which only a more qualitative approach was taken.

If homework assignments are to be posted on a class website, they should be posted in a rich text format (RTF) so that students can download them, fill in the answers, and print the final version to submit. Once the due date for submitting homework has passed, the homework assignment with suggested answers should be posted to the class website in a read-only format.

A library of homework assignments may be assembled and augmented from year to year. Such an accumulation of homework assignments allows for
A study was done to estimate the acute effect of Type A behavior on the occurrence of premature ventricular beats (PVB) among healthy young adults exposed to a stressful situation. The investigator selected 600 university students, ages 18–25, and categorized them as either Type A or Type B, using a structured interview. After the interview, subjects were given a brief physical exam, including an EKG, and they were asked to solve a difficult puzzle in 30 minutes. The table below shows the number of subjects who experienced PVB (detected by EKG) while trying to solve the puzzle, by behavior type, race and sex. Assume that race and sex are risk factors for PVB.

<table>
<thead>
<tr>
<th>Race</th>
<th>Sex</th>
<th>Type A</th>
<th></th>
<th>Type B</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>No. with PVB</td>
<td>No. of subjects</td>
<td>No. with PVB</td>
<td>No. of subjects</td>
</tr>
<tr>
<td>White</td>
<td>Male</td>
<td>81</td>
<td>90</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>1</td>
<td>10</td>
<td>4</td>
<td>40</td>
</tr>
<tr>
<td>Black</td>
<td>Male</td>
<td>8</td>
<td>60</td>
<td>12</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>68</td>
<td>240</td>
<td>17</td>
<td>60</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>158</td>
<td>400</td>
<td>42</td>
<td>200</td>
</tr>
</tbody>
</table>

**QUESTION SET A:**

a. Estimate the crude risk ratio for PVB, comparing Type A subjects with Type B subjects.

b. Estimate the four race-sex-specific risk ratios.

c. Estimate the (internally) standardized risk ratio (sRR), controlling for race (ignoring sex), using the Type A group as the standard population. Estimate the 95 percent confidence limits. Does race appear to be a confounder?

d. Estimate the sRR, controlling for sex (ignoring race), using the Type A group as the standard population. Estimate the 95 percent confidence limits for both point estimates. Does sex appear to be a confounder?

e. Estimate the sRR, controlling for both race and sex, using the Type A group as the standard population. Do race and sex appear to be confounders? Explain.

f. How would the choice of another standard population (e.g., the Type B group) change the result of question e?

**QUESTION SET B:**

a. Estimate the crude risk ratio for PVB, comparing Type A subjects with Type B subjects.

b. Stratify on race ignoring sex. Does race appear to be associated with exposure (personality type) in this study? Explain your answer briefly.

c. Stratify on sex ignoring race. Does sex appear to be associated with disease (PVB) in the unexposed (Type B)? Explain your answer briefly.

d. Draw a directed acyclic graph (DAG) for the Race-Exposure-Disease situation in this study based on your answer from part c.

---

**Fig. 28.1** Example taken from a core methods course from the UCLA School of Public Health Epidemiology Department.

Adapted and modified from course notes and examples from Epidemiology 601 (University of Michigan, Professor Hal Morgenstern) and reproduced here with the kind permission of Professor Morgenstern, USA.
additional flexibility, may save time and effort (i.e. avoid ‘reinventing the wheel’), and prove a valuable asset and training tool for TAs with less teaching experience. We list references below which offers exercises and suggested answers for many important epidemiologic concepts (Weiss 2012; Johnson and Howards 2013).

**Logistic support**

Shortly before class begins, certain logistic tasks should be completed in order to ensure a smooth period of instruction. The TA may be required to make photocopies of required material to be handed out and will need to ask the departmental administrative personnel for these procedures. The TA should make sure of the location of the assigned classroom and familiarize himself/herself with the setup of the room. If the classroom is located in an unusual place, it may be helpful to post a directional map on the class website or email one to the enrolled students. Check for the appropriate teaching equipment, such as chalk for chalkboard, pens for whiteboard, audiovisual equipment, microphone, etc. Given the facility and university policy, it is also important to ensure availability of assigned books and reading material at the university bookstore and/or in the library.

**Once instruction begins**

**The lecture session**

The TA should plan on attending every lecture session for a variety of reasons, not only to provide the professor with technical and logistic assistance but also to take part in class discussions and ask questions that students may not have asked in order to clarify complicated concepts. In addition, there is no better way for the TA to get a sense of the pace of the class, the breadth and depth of understanding the class demonstrates, than by direct and consistent observation. This will aid the TA in planning meaningful discussion sections and in making unanticipated changes to set lesson plans based on what s/he observes on a given day in the lecture session.

Furthermore, as discussed above, the TA has the advantage of being able to hear the professor’s lecture with the student’s ear and yet process what is taught with the aid of the greater understanding s/he has developed since being a student. For example, in a lecture that addresses ‘confounding’ and ‘association measure modification,’ the TA may recognize an ensuing silence on the part of the students as an utter inability to formulate appropriate questions. The TA can raise his or her own hand and pose the question to allow the professor to reiterate or rephrase how these two basic concepts may sound similar at first and yet
how different they truly are. The value of clearly voicing a question that students may want to ask, for which they cannot find the words, cannot be overstated. Setting the example of asking questions in lecture is another way that TAs can earn the respect and trust of their students and facilitate a fruitful class discussion. Some professors may dislike the idea of being questioned by the TA, especially if this questioning is critical. Other professors may welcome an exchange of different points of view because opinions differ in real life.

Taking good notes during lectures is an essential skill for students to learn but in a methods course this can sometimes interfere and detract from the student’s ability to fully process and digest core concepts. This can be especially true if the course is taught in a language that is not the student’s first language. The TA may wish to obtain a digital recorder and make a recording of each lecture. The digital file can be stored in a variety of formats that can then be easily imported into the wide variety of audio program on computers or personal audio players. The digital sound files can be posted on the class website, each lecture being linked to its sound file that the TA can upload to the server housing the class website. This allows the students to listen to each lecture over and over, in short sections. This frees them to take more skeletally structured notes during class time (along with taking down any figures or tables presented in lecture) and fill in anything they may have missed or been unclear about, by listening to the lecture at their leisure. A more extreme application includes transcribing the lecture and posting the complete lecture notes on the class website, after the professor has reviewed and approved them. This is naturally quite time-consuming, both for the TA, who transcribes the notes, and for the professor, who must review and make any desired changes. However, especially in a situation in which a significant proportion of students are not native speakers, this is an option that may allow all students a more equal footing in completing assignments and passing exams.

Students should be given the opportunity to study or reflect ahead of time on the topic to be presented in the next lecture, and thus the lecture slides, along with suggested resources for further edification, can be posted on the class website in advance of each lecture. Whereas some may be concerned that posting the slides ahead of time will encourage students to miss the lecture, feeling they got what they needed from reviewing the slides, at the university level students should already have discovered that one’s education is only as good as the effort one puts into it. The added benefit to conscientious students outweighs the liability to the few whose priorities are ill-advised.

In an effort to make the learning process an interactive one, the TA can develop ways to force students to reflect on each lecture and reading. One technique, which can be called the ‘question of the day’, was developed by a conscientious
and creative TA at the UCLA School of Public Health, Dr Amy Kaji, and is reproduced here with her permission (personal communication). Essentially, the TA reviews the lecture notes and required readings and formulates one question each day which is emailed to the students, along with the suggested answer. This encourages active learning instead of passive attention to lectures and readings, as the students can test themselves before reading the answer and bring questions to the discussion section. This helps to uncover subject areas that students may not have understood but do not ask about during the lectures and may also provide a direction to the proceedings of the discussion sections. The following are some examples of such questions:

Question 1: Regarding directed acyclic graphs (DAG), which of the following is false?

(a) All of the edges in a DAG are directed (are arrows), and a DAG is acyclic (there are no directed paths that form a closed loop).

(b) In a causal DAG, a marginal association between an exposure and an outcome has only two (possibly both) sources: (1) the exposure is a cause of the outcome (there is a directed path between exposure and disease), and (2) the exposure and outcome share a common cause (there is a backdoor path from exposure to disease).

(c) In a causal diagram, an absence of a directed edge from a variable, A, to another variable, B, represents the assumption that A is not a direct cause of B.

(d) Two variables in a causal DAG are unassociated if there is no open path between them (there is no causal or backdoor path).

(e) If there is an open path between variables A and B, then A and B must be marginally dependent.

Answer: (e) If there is no open path between two variables A and B, then the two variables are marginally independent. Conversely, if the two variables are marginally associated, there must be an open path between them. However, the presence of an open path between A and B does not necessarily mean A and B are marginally dependent, since the associations along different paths can be in opposite directions and ‘cancel out’ (thus leaving no marginal association). Thus, the presence of an open path does not imply a marginal association between two variables.

Question 2: Regarding confounding, which of the following statements is true?

(a) Confounding is bias in estimation of the exposure effect, due to a lack of comparability between exposed and unexposed groups in the source population.
(b) A necessary property of a confounder is that it must be a risk factor for the disease (or a proxy for the risk factor) in the unexposed source population.

(c) A necessary property of a confounder is that it must be associated with exposure status in the total source population, and its association with the exposure cannot be due entirely to the effect of the exposure on the covariate (an intermediate).

(d) The primary basis for identifying confounders in a given study is prior knowledge of relevant effects or associations in the source population; one cannot merely rely upon the statistical associations observed in the data.

(e) All of the above.

Answer: (e) All of the above statements are true.

Meetings with the professor

In addition to the logistical, administrative, and didactic support that the TA provides the professor, the TA should also serve as a messenger or ombudsman between the students and the professor. Weekly or monthly meetings between the professor and TA(s) provide a good forum for discussing the progress the class is making from both perspectives. The TA should feel welcome in bringing back to the professor the frustrations and concerns that were stated by the students or perceived by the TA. It can only be to the benefit of all concerned to have a frank discussion of what worked and what did not work in the lecture sessions. Whereas many universities have a student evaluation form that is submitted at the end of the term, a dynamic process of updating the professor during the term allows for a greater chance of student success and satisfaction.

The discussion section

A large class should be divided into smaller sections of fifteen to twenty students to enable an active one-on-one interaction between the students and the TA:

Good Discussion Sections provide students with an opportunity to formulate principles in their own words and to suggest applications of these principles. They also help students become aware of, and define problems implied in, lectures or readings (University of California, Los Angeles 2006).

Many universities publish a general guidebook for TAs that outlines and summarizes techniques for engaging students in discussion and interactive participation. Some of these guidebooks are available to download from the Internet, even for TAs in smaller educational institutions which may not offer a guidebook specific to their institution. Such a guidebook can be a helpful aid to TAs with less teaching experience.
Developing a lesson plan for each discussion section is an important tool to help the TA stay organized and on task and provides a useful way to evaluate the success of each section session. While it may be tempting to plan all scheduled discussion sections before instruction begins, this does not allow for necessary changes to the curriculum or level of complexity that the professor decides is best, as the class evolves and reveals its needs. Planning one section at a time based on observation of the class will probably prove to be the best use of the TA's time and resources. It may be useful to lag the topic for each discussion section by one lecture (i.e. use Tuesday's lecture topic as a basis for Thursday's discussion section) to give students time to absorb the material they just heard while giving them an opportunity to solidify their understanding of concepts they learnt about a few days earlier, having had a chance to review and process. There is no set format for a lesson plan, though the TA should always write out the goals for each section to help him or her concentrate on one or two key ideas and to aid in evaluating how well these goals were met.

For a core epidemiology methods course, the lesson plan may further include a handout for students summarizing a topic covered in class, with key concepts underlined, assumptions underlying each element in italics, diagrams, or examples from the literature to illustrate, and a list of references to allow students the option of getting multiple perspectives. Figure 28.2 is an example of a summary sheet, including a short exercise used by us at the UCLA School of Public Health.

A handout may instead include an example of a study from the literature, with a series of questions posed (with or without calculations) that the TA and students can expand upon and/or work through during the discussion section. It has been our experience that students appreciate the opportunity to work through multiple concrete examples, whether qualitatively or quantitatively, during the discussion section. The following is an example of a concrete qualitative case: after learning about confounding, students may accept the notion that a single covariate can be thought of as a confounder and an intermediate but will often ask for a ‘real-life’ example. The TA may respond with the example of a study of the association between physical activity and new onset of wheezing. It may be that, in a particular study, increased physical activity was negatively associated with new wheezing but that the association was reduced or disappeared when controlling for smoking. In one scenario, smoking can be seen as a classic confounder, and in another, one could posit that smoking is mediated by physical activity, on the path from physical activity to new episodes of wheezing. Alternatively, the following is an illustration of a quantitative problem: after learning about standardization in a lecture that included an example of working out an internally standardized risk ratio for a particular
BIAS

Bias is the lack of internal validity or incorrect assessment of the association between an exposure and an effect in the target population.

External validity conveys the meaning of generalization of the results observed in one population to others.

There is no external validity without internal validity, but the presence of the second does not guarantee the first.

Bias or systematic error should be distinguished from random error or lack of precision.

Biases can be classified by the direction of the change they produce in an effect parameter.

- away from, toward, or beyond the null value of the effect parameter
- positive or negative, relative to the value of the effect parameter

<table>
<thead>
<tr>
<th>Ex.</th>
<th>RR</th>
<th>null value = 1</th>
<th>true value = x</th>
<th>estimated value = x*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>1</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>x</td>
<td>x*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>1</td>
<td>x*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>x</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>x*</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>x*</td>
<td>1</td>
</tr>
</tbody>
</table>

Specify the direction of bias in each of these studies:

a. The true risk ratio of the relation between an exposure and disease is 2.5 different studies yielded the following estimate of true risk ratio (ignoring random error):

   i) 4
   ii) 1.5
   iii) 0.8

b. True risk ratio is 0.5 and estimated risk ratio is:

   i) 0.2
   ii) 0.9
   iii) 3.0

c. True risk difference is 0.4 and estimated risk difference is:

   i) –0.2
   ii) 0.1
   iii) 0.6

Fig. 28.2 Summary handout for the discussion section.

Adapted and modified from course notes and examples from Epidemiology 601 (University of Michigan, Professor Hal Morgenstern) and reproduced here with the kind permission of Professor Morgenstern, USA.
study, the TA may continue, in the discussion section, with having the class work out the externally standardized counterpart. This leads naturally to a discussion concerning what factors go into the choice of the appropriate standard population and the benefits and limitations of each.

Discussion sections are usually not more than an hour long. It is of the essence that this time be intelligently managed. The TA should ensure that only one to two topics are dealt with per section. The amount of time spent in discussing each topic should be prioritized as per course requirements and level of students’ comprehension. More time may be spent on responding to such student questions that are helpful in elaborating and clarifying concepts for most students. In the interest of the group, it is better to deal with individual problems during office hours. Also, administrative issues concerning the class are best taken care of in the lecture period. There are always some students who are more vociferous and others who tend to be inhibited. It is imperative to involve all students in the deliberations. Although volunteering answers from the students should be preferred, it may sometimes be critical to solicit individually directed responses in order to break the inertia.

Do a post-section analysis of how things went—this can be in the form of a journal or can be made into measurable constructs in a spreadsheet, or both.

**Pre-examination review**

Considering the complexity and breadth of most epidemiology core courses, it is beneficial for the students to have a review session before any of the examinations given in the course. This could be done a couple of days before the scheduled examination date, as it not only refreshes the course material covered prior to the examination but also gives the students an idea about the relative importance of various topics from an examination perspective. There is no set format for a review session. It could simply be a question–answer session where the TA and/or the professor respond to queries from the students. The TA could also prepare and present a summary of all topics on which the students are to be tested. During or after the presentation, students can ask for detailed explanations for specific problem areas. The review could further include a handout summarizing the associated course material, highlighting key concepts that would facilitate the students to focus their studies.

**Office hours**

TAs are required to hold office hours that should be scheduled in consultation with the students and in an accessible and comfortable place so as to maximize the number of students who can attend. Office hours give a chance to the
students to clarify their queries related to the lectures, course materials, and assignments. Besides, because the students may feel more comfortable with the TA than with a faculty member, it also provides an opportunity to the students to discuss their concerns and apprehensions regarding their progress in the course, along with personal problems. This is where the TA can act as an informal adviser, counsellor, and motivator by providing suggestions or guidance to finding other sources of assistance if s/he feels that the student needs more specific advice. Always encourage students to come to office hours. Create a relaxed and pleasant atmosphere, as some students may feel intimidated by the prospect of meeting face-to-face with a faculty member. Listen attentively to the students and respond thoughtfully so as to use this time effectively. Set clear limits on the amount of time spent with an individual student while others may be waiting. Specify in the syllabus if the TA should hold appointments outside of regular office hours. The students always appreciate extra office hours before examinations, as it gives a last-minute opportunity to clarify study areas and concepts that maybe still be troubling them.

Conclusion

In our experience, the students have expressed greater satisfaction from their TAs and opined that they make 'better teachers.' Compared to the full-time faculty, a TA can be more approachable and available, given that s/he is genuinely concerned about student learning and is friendly and enthusiastic about the subject. Respect the students as learners, and never forget that you went through that same process before. Adapt and change your teaching style, keeping in mind the goals of the course and the varying abilities of students. 'Accept the students and realize that your goal is to help them learn, starting from where they are coming from' (University of California, Los Angeles 2006).

Countries with no current use of TAs in teaching should consider instituting the use of TAs. Ambitious students should become TAs. It is the best way to learn the subject matter well and to be known and respected by the faculty.
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